Improved prediction of residue flexibility by embedding optimized amino acid grouping into RSA-based linear models
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Abstract Knowledge of protein flexibility is vital for deciphering the corresponding functional mechanisms. This knowledge would help, for instance, in improving computational drug design and refinement in homology-based modeling. We propose a new predictor of the residue flexibility, which is expressed by B-factors, from protein chains that use local (in the chain) predicted (or native) relative solvent accessibility (RSA) and custom-derived amino acid (AA) alphabets. Our predictor is implemented as a two-stage linear regression model that uses RSA-based space in a local sequence window in the first stage and a reduced AA pair-based space in the second stage as the inputs. This method is easy to comprehend explicit linear form in both stages. Particle swarm optimization was used to find an optimal reduced AA alphabet to simplify the input space and improve the prediction performance. The average correlation coefficients between the native and predicted B-factors measured on a large benchmark dataset are improved from 0.65 to 0.67 when using the native RSA values and from 0.55 to 0.57 when using the predicted RSA values. Blind tests that were performed on two independent datasets show consistent improvements in the average correlation coefficients by a modest value of 0.02 for both native and predicted RSA-based predictions.

Keywords Residue flexibility · B-factor · Relative solvent accessibility · Linear regression · Particle swarm optimization · Amino acid grouping

Introduction

Protein flexibility is essential for function, allowing structural rearrangements in the allosteric regulation (del Sol et al. 2009). It is also believed to play an important role in protein structure evolution (Tokuriki and Tawfik 2009), enzyme catalysis (Eisenmesser et al. 2005), molecular recognition, allosteric regulation, and antigen–antibody interactions (Dodson and Verma 2006). An accurate knowledge of flexibility would be desirable in the context of building more accurate computational drug design platforms through utilization of flexible protein–ligand docking (B-Rao et al. 2009) and for refining homology modeling-based predictions of protein structures (Han et al. 2008).

The structural data that are deposited in the Protein Data Bank (PDB) (Berman et al. 2000) are mostly solved with X-ray crystallography and provide information on the atomic mobility. The B-factor, also known as Debye–Waller temperature factor or atomic displacement parameter, measures the atomic flexibility of the crystallographic structures (Halle 2002). This parameter can be used to measure structural flexibility of proteins and hence it provides very useful information about the protein dynamics and insights to further stimulate in-depth functional studies (Yuan et al. 2003; Schnell et al. 2004; Yang and Bahar 2005; Fontana et al. 2008; Kwansa and Freeman 2010). B-factor was also broadly investigated from a variety of viewpoints...
including the relations between mobility and thermal stability (Vihinen 1987) and between domain folding and flexibility (Liu and Rost 2004; Díaz-Espinoza et al. 2007; Mackereth and Sattler 2012), in the context of applications in the prediction of active sites and binding sites (Guttridge et al. 2003; Neuvirth et al. 2004; Han et al. 2012), identification of protein pockets and cavities (Panjkovich and Daura 2010), and determination of folding rates (Gao et al. 2010). It was also utilized as a benchmark to evaluate computational modeling of flexibility including molecular dynamic simulation (Scherga et al. 2007), normal mode analysis (Tozzini 2005), Gaussian network model (GNM) (Liu and Karimi 2007), and machine learning-based prediction models (Yuan et al. 2005; Schlessinger and Rost 2005; Pan and Shen 2009; Zhang et al. 2009).

The relative solvent accessibility (RSA), which is defined by the solvent-accessible surface area (ASA) of a residue in the protein structure divided by the ASA observed in an extended conformation (Gly-X-Gly or Ala-X-Ala) (Ahmad et al. 2003), was previously shown to be correlated with the flexibility expressed with B-factors (Zhang et al. 2009). More specifically, a linear regression was applied to model the relation between B-factors and RSA values using a sliding window. This simple model was shown to outperform other existing models which used more inputs and more complex predictors such as support vector machines (Yuan et al. 2005), neural networks (Schlessinger and Rost 2005) and GNMs (Liu and Karimi 2007) to predict B-factors. This suggests that usage of RSA alone provides a strong predictive input for prediction of B-factor values. However, the average correlation coefficients (ACC) between the actual and predicted B-factors, which were around 0.65 for the structure-based methods (where RSA was extracted from structure) and 0.55 for the sequence-based modeling (where RSA was predicted from the sequence) (Zhang et al. 2009), remain distant from the upper bound of 0.80 estimated by Radivojac et al. (2004). In this study, we investigate whether the existing RSA-based linear model that uses RSA (Zhang et al. 2009) can be further improved by introducing other information, such as amino acid (AA) specificity. We hypothesize that besides the previously considered inclusion of the local RSA (with respect to the sequence) that improves prediction of the residue flexibility, consideration of the AA types may also contribute to the improved prediction of the residue flexibility. To this end, we propose a two-stage prediction method by embedding an approach based on the specificity of AA pairs/dipeptides into the original RSA-based linear model. Our method utilizes linear regression in both stages to assure that the underlying model is simple and easy to comprehend, which in turn reduces possibility of overfitting this model into the training dataset. We consider the structure-based prediction that uses the native/actual RSA as the input and the sequence-based prediction using RSA that is predicted from the sequence as the input; the former can be used to estimate an upper bound of the prediction quality of the sequence-based predictor and can be used to compare with other existing structure-based methods.

The number of possible AA pairs is rather large and equal to 400, which results in relatively high dimensionality of inputs of the second stage. Therefore, we reduce this dimensionality by grouping “related” AA together. Similar AA alphabet reduction schemes have been applied in related areas including prediction of intrinsically disordered proteins (Weathers et al. 2004), prediction of subcellular localization (Oğul and Mumcuoğlu 2007), fold assignment (Peterson et al. 2009), GPCR classification (Davies et al. 2008) and prediction of secretory proteins (Zuo and Li 2010), to name but a few, and resulted in improved prediction quality. We used particle swarm optimization (PSO) (Kennedy and Eberhart 1995), a widely used population-based algorithm, to perform this reduction with the aim of improving the prediction performance.

Materials and methods

B-factor, solvent accessibility, secondary structure and datasets

B-factor

Experimental B-factor of an atom is defined as $8\pi <u^2>$ using the isotropic mean square displacement, $u^2$, averaged over the lattice (Schlessinger and Rost 2005). In this study, the B-factor value of $C_\alpha$ atom for a residue was used to represent the residue flexibility. Since B-factor values depend on the experimental resolution, crystal contacts, and refinement procedures, they are normalized to allow comparisons between different structures. Following the approach used in (Parthasarathy and Murthy 1997; Schlessinger and Rost 2005; Zhang et al. 2009), B-factors of the $C_\alpha$ atoms in a given chain that were extracted from PDB files (Berman et al. 2000) are normalized using:

$$B' = \frac{B - \bar{B}}{\sigma}$$  \hspace{1cm} (1)

where $B$ is the raw B-factor, $\bar{B}$ is the average B-factor, and $\sigma$ is the standard deviation of B-factors for all $C_\alpha$ atoms in a given chain.

Solvent accessibility and secondary structure

Several methods were developed for the prediction of RSA (Ahmad et al. 2003; Yuan and Huang 2004; Wang et al. 2007). The proposed two-stage linear models use the
RSA values of residues in a local window as inputs. The native ASA values were computed with the DSSP program (Kabsch and Sander 1983). The sequence-based prediction of the ASA values was performed using SPINE-X; this choice was motivated by high quality of predictions generated by this method (Faraggi et al. 2012). The RSA value of a residue is its ASA divided by the ASA observed in an extended conformation (Ahmad et al. 2003). We also used DSSP program to compute the three state secondary structure (SS), i.e., helix (H), strand (E), coil (C), for the considered proteins. These results were used to analyze relation between predictive performance of residue flexibility in the context of the underlying secondary structures.

Datasets

We developed three datasets to design and comparatively evaluate the predictive performance of our proposed models. The first dataset is a subset of protein chains that were solved by X-ray crystallography and were deposited to the Protein Data Bank (PDB) (Berman et al. 2000) between March 2011 and March 2012. The entire corresponding protein set was clustered with the NCBI’s BLASTCLUST (Altschul et al. 1997) at 25 % sequence identity. The first dataset, named PDB632, includes 632 protein chains with local 25 % pairwise sequence identity derived by selecting one chain with length ≥60 in each cluster. PDB632 set was used to design our predictive models and to study the relation between the solvent accessibility and the flexibility. The limits on the protein deposition date are imposed to minimize overlap and similarity with the training set used by the SPINE-X program that is used to predict the RSA values.

The other two dataset are independent of the PDB632 dataset and are used to perform blind tests. The first dataset is based on sequences that were solved by X-ray crystallography and were deposited in PDB between April 2012 and December 2012. Similarly as in the case of the PDB632 dataset, BLASTCLUST (Altschul et al. 1997) was applied to the union of this set and PDB632 with the local identity threshold at 25 %. The new blind set was constructed by selecting one chain with length ≥60 in each cluster that did not contain sequences from the PDB632 dataset. This set, called PDB704, includes 704 chains that, as a result, have local 25 % identity with each other and also with the chains from the PDB632 dataset. The second independent dataset was created utilizing the same procedure, however, it includes subset of protein sequences that were deposited in PDB between January 2013 and June 2013. Therefore, proteins in this set also share low identity (<25 %) with the sequences used in the SPINE-X program and in the PDB632 dataset. More specifically, BLASTCLUST was applied to the union of the set deposited in PDB between January 2013 and June 2013, PDB632 and the training set used in SPINE-X program with the local identity threshold at 25 %. The second blind set, called PDB208, has 208 sequences that were obtained by selecting one chain of length ≥60 from each corresponding cluster that has no chains from the PDB632 dataset and the training set used in SPINE-X.

PDB704 and PDB208 were used for blind tests to validate and comparatively evaluate our proposed two-stage linear models that were trained on the PDB632 dataset. The low identity between sequences from the PDB632 and from PDB704 and PDB208 datasets allows for an unbiased (by the similarity to the training datasets) evaluation.

When preparing the data to test the models, the normalization of B-factors and the computation/prediction of the ASA values using DSSP/SPINE-X programs were performed for each chain in the PDB632, PDB704 and PDB208 datasets. For the SPINE-X program, the authors reported correlation coefficient of 0.74 between the predicted and the actual RSA values on its training set (Faraggi et al. 2009, 2012). To compare, the RSA predictions with SPINE-X on the PDB632, PDB704 and PDB208 sets yielded correlation coefficients of 0.71, 0.69 and 0.69, respectively, and thus we believe that the SPINE-X and the proposed models that utilize its predictions do not overfit these three datasets. The PDB IDs of the PDB632, PDB704 and PDB208 datasets are listed in the Supplementary Material as Table S4, Table S5 and Table S6, respectively.

Two-stage RSA-based linear models for residue flexibility modeling

We used linear regression to investigate the relation between the RSA and the residue flexibility expressed using the normalized B-factor. We created models over a local window in the protein sequence as the first stage of the prediction for B′-factor (the normalized B-factor). Similar design has been used in our previous work (Zhang et al. 2009). The model is defined as:

$$\hat{B}'_i = \sum_{k=-h}^{h} w_k \cdot RSA_{i+k} + b$$

(2)

where $b$ is the intercept and $\hat{B}'_i$ represents the estimated (predicted) B′-factor of the central residue $i$ using RSA values in the window size of $h = 0, 1, 2, \ldots$ (the window includes $2h+1$ residues), and where weights $w_k$ are determined using the least square fit between the predicted B′-factor and the actual B′-factor values.

In the first stage of our predictive model, the window size of $9$ (i.e., $h = 4$) was selected to predict the B′-factors. The optimization procedure for the window size and the corresponding weights $w_k$ for the optimized $h$ value are
discussed in our previous work (Zhang et al. 2009). In
the linear model expressed in Eq. (2), RSA \(_i\) corresponds
to either the actual RSA derived with DSSP (denoted by
DsspRSA) or the RSA predicted using SPINE-X (denoted by
PredRSA).

From Eq. (2), the feature vector with the window size of
9 for residue \(i\) is (RSA\(_{i-4}\), RSA\(_{i-3}\), RSA\(_{i-2}\), RSA\(_{i-1}\), RSA\(_i\),
RSA\(_{i+1}\), RSA\(_{i+2}\), RSA\(_{i+3}\), RSA\(_{i+4}\)). This vector does not
contain information about AA properties, i.e., the model
processes all AA types in the same manner. Therefore, we

```latex
\hat{B}_i = \sum_{k=-h}^h w_k \cdot f_{A(i+k),A(i)} \cdot RSA_{i+k} + b
```

where \(f_{A(i+k),A(i)}\) corresponds to a given AA pair \((A(i+k),
A(i))\) and measures relation of this specific pair with the
flexibility of the central residue \(i\), and \(A(i)\) denotes the

```latex
\hat{B}_i = f_{AA} \cdot w_4 \cdot RSA_{i-4} + f_{RA} \cdot w_3 \cdot RSA_{i-3} + f_{EA} \cdot w_2 \cdot RSA_{i-2} + f_{DA} \cdot w_1 \cdot RSA_{i-1} + f_{AA} \cdot w_0 \cdot RSA_i + f_{TA} \cdot w_1 \cdot RSA_{i+1} + f_{RA} \cdot w_2 \cdot RSA_{i+2} + f_{AA} \cdot w_3 \cdot RSA_{i+3} + f_{NA} \cdot w_4 \cdot RSA_{i+4} + b
```

Thus, for the feature vector \((X_{p,q})_{p,q \in AA20}\) we

```latex
\hat{X}_{AA} = w_{-4} \cdot RSA_{i-4} + w_0 \cdot RSA_i + w_4 \cdot RSA_{i+4},
\hat{X}_{RA} = w_{-3} \cdot RSA_{i-3} + w_2 \cdot RSA_{i+2},
\hat{X}_{EA} = w_{-2} \cdot RSA_{i-2},
\hat{X}_{DA} = w_{-1} \cdot RSA_{i-1},
\hat{X}_{TA} = w_1 \cdot RSA_{i+1},
\hat{X}_{NA} = w_4 \cdot RSA_{i+4},
```

and others \(\hat{X}_{p,q} = 0\).

If the central residue is close to the C-terminus or N-ter-
minus of the sequence, the sliding window of this residue
may extend beyond the sequence. We pad the sequence
with the gap symbol `-' that represents a virtual AA and
that is used to extend the window beyond the sequence
termini. Thus, the considered AA alphabet is extended to
AA21 = AA20 U ‘-’. The corresponding feature vector in
(4) is \((f_{p,q})_{p,q \in AA21}\) based on the feature vector \((X_{p,q})_{p,q \in AA21}\)
that has 441 dimensions.

Inspired by the finding that use of the reduced alpha-
bet improves the fold assignment (Peterson et al. 2009)
and GPCR classification (Davies et al. 2008), we hypothes-
ize that an optimized AA alphabet AA\(_n\) with \(n\) groups
\((1 < n < 21)\) obtained by reducing AA21 may also result in
an increase of the prediction performance for the prediction
of the residue flexibility. When using AA\(_n\) as the AA alpha-
bet, the factor vector in (4) is \((f_{p,q})_{p,q \in AA_n}\) and is associated with the feature vector \((X_{p,q})_{p,q \in AA_n}\) with dimensionality of
\(n \times n\). The computations of the weights in both the first-stage
and the second-stage linear models were performed using the scikit-learn method (Pedregosa et al. 2011).

Reduction of AA alphabet

Particle swarm optimization (PSO) has been successfully applied in several areas such as image processing (Niu and Shen 2006), parameter optimization (Meissner et al. 2006), and Quantitative Structure–Activity Relationship (QSAR) modeling (Lin et al. 2005). Each particle in PSO is initialized at a random position in a given search space. The position of particle \( i \) is given by a vector \( x_i = (x_{i1}, x_{i2}, \ldots, x_{id}) \), where \( D \) is the dimensionality of the problem. Velocity of a given particle is represented by the vector \( v_i = (v_{i1}, v_{i2}, \ldots, v_{id}) \). PSO is an iterative algorithm in which the best position of the \( i \)th particle in previous iteration \( t \) is denoted by \( p_i = (p_{i1}, p_{i2}, \ldots, p_{id}) \), and the best particle among all particles in the population is represented as \( p_g = (p_{g1}, p_{g2}, \ldots, p_{gd}) \). The “goodness” of a given particle is evaluated by the fitness function defined in the Sect. 2.4. The particle updates its velocity and position according to Eqs. (5) and (6), respectively:

\[
v_{id}^{t+1} = wv_{id}^t + c_1 r_1 (p_{id} - x_{id}^t) + c_2 r_2 (p_{gd} - x_{id}^t)
\]

\[
x_{id}^{t+1} = x_{id}^t + v_{id}^{t+1}
\]

where \( d \) is the \( d \)th dimension of a particle, \( w \) is the inertia weight, \( c_1 \) and \( c_2 \) are two positive constants called learning factors, and \( r_1 \) and \( r_2 \) are random numbers in the (0,1) range (Kennedy and Eberhart 1995).

The PSO is used to optimize the AA grouping, i.e., to reduce the AA alphabet, to improve the prediction of residue flexibility. Here, the dimensionality of a particle equals to 21 (i.e., \( D = 21 \)), where \( x_{ij} \) in the position vector \( x_i = (x_{i1}, x_{i2}, \ldots, x_{id}) \) that represents the group index of the \( j \)th amino acid in AA21. The value of \( x_{ij} \) ranges from 1 to the maximum group number \( m \) (2 \( \leq m \leq 20 \)). Since the PSO algorithm is implemented in a continuous search space, the value of \( x_{ij} \) is a real number. We use a rule that if \( n - 0.5 \leq x_{ij} < n + 0.5 \) for a positive integer \( n \leq m \), then the \( j \)th amino acid in AA21 should be grouped into the \( n \)th group of AA21. For example, if \( m = 5 \) and the position vector of particle \( i \) is \( (3.66, 3.4, 5.0, 2.28, 4.6, 3.8, 1.2, 3.3, 4.0, 3.7, 1.1, 2.88, 4.52, 2.76, 4.34, 5.2, 2.12, 3.32, 4.21, 2.23, 3.56) \), then the corresponding vector of category indices for AA21 is \( (4, 3, 5, 2, 5, 4, 1, 3, 4, 4, 1, 3, 5, 3, 4, 5, 2, 3, 4, 2, 4) \), which implies a reduced alphabet AA5 = \{EL, DTV, RGKFW, AQHIPY-, NCMS\} by grouping AA21. The reduced alphabet is applied to the Eq. (4) based on AA5 instead of AA20, resulting in the factor vector \( f_{p,q}^{p,q} \in AA5 \) and the feature vector \( X_{p,q} \in AA5 \), both having dimensionality of 5 \( \times 5 \).

The parameters of the PSO-based optimizer were set as follows: the inertia weight \( w = 0.8 \), the learning factors \( c_1 = 2 \) and \( c_2 = 2 \), the population size of particles \( N_P = 20 \), the maximum group number \( m = \{ 2, 3, \ldots, 20 \} \), the range of each element in the position vector \( x_{ij} = (1, m) \), and the maximum number of iterations \( Iter = 20 \).

Fitness function and performance evaluation

A number of studies (Kurgan et al. 2008) were focused on the real-value predictions of various protein descriptors including solvent exposure expressed as RSA (Ahmad et al. 2003; Wang et al. 2007) and residue depth (Zhang et al. 2008), and residue flexibility expressed as B-factor (Yuan et al. 2005). For such real-value prediction, Pearson correlation coefficient (CC) is usually used to evaluate the predictive performance. The other commonly used criterion is the mean absolute error, but due to the normalization of the raw B-factor values, the measure cannot be used to evaluate the quality of the flexibility predictors. The CC is defined as

\[
CC = \frac{\sum_{i=1}^{N} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{N} (x_i - \bar{x})^2 \sum_{i=1}^{N} (y_i - \bar{y})^2}}
\]

where \( x_i \) is the observed B’-factor and \( y_i \) is the predicted B’-factor for the \( i \)th residue in the sequence. If CC is close to 1, then \( \{x_i\} \) and \( \{y_i\} \) are fully correlated. If CC is close to 0 then the two variables are not correlated, and in the case when CC is close to −1 then the variables are antico-related. The absolute CC values quantify the degree of the correlation.

Similarly as in our previous work (Zhang et al. 2009), the correlation is measured at the protein chain level. The CC value is computed for each chain separately and next these values are averaged to compute the correlation over a given dataset. We use the term average correlation coefficient (ACC) to refer to the CC at the chain level. To evaluate the ability of the proposed models to generalize to blind datasets, we performed fivefold cross validation on the training dataset PDB632.

To reduce the AA21 using the PSO methods, we used a fitness function to assess the performance of each particle. The position vector of a particle was converted to a reduced AA alphabet and the ACC derived from the fivefold cross validation on the PDB632 dataset under the reduced alphabet was used to define the fitness function of the particle.

Results

We used the PDB632 dataset to design and compute the two-stage linear models with the PSO-optimized AA
grouping. All computations, except when testing the model on the blind/independent datasets, were performed based on the fivefold cross validation on the training dataset PDB632. The ACC values were used to evaluate the prediction quality and to determine the fitness of a particle in the PSO algorithm. This procedure was applied to both DsspRSA-based and PredRSA-based linear models, which represent the structure-based and sequence-based prediction of the residue flexibility, respectively. When testing on the independent PDB704 and PDB208 dataset, the prediction model was computed using the entire PDB632 dataset.

Results for the optimized reduced amino acid alphabets

The results of the search for optimal (resulting in the highest ACC based on the cross validation on the PDB632 dataset) AA grouping using PSO with varying maximum group numbers \((m)\) are shown in Supplementary Material as Table S1 for the prediction using native RSA and in Table S2 for the prediction using predicted RSA. Of all possible \(m\) values, the highest ACC for the prediction with the native RSA on the PDB632 dataset is 0.665 and is associated with several values of \(m\), i.e., \(m = 12, 14, 16, 17, 19\) and 20, as shown in Table S1. The actual sizes of the reduced alphabets could be based on any number in \(\{1, 2, \ldots, m\}\) that should be smaller than or equal to \(m\). Smaller size of the reduced alphabet would lead to a simpler prediction model. Therefore, when \(m = 20\) with the highest ACC equal to 0.665 when utilizing for the native RSA, the PSO optimizer generated a reduced alphabet with the smallest size of 9. This alphabet is \{NQEHKPS, L, WY, R, -, I, G, V, ADC-MFT\}. Similarly, when considering prediction using the RSA values (i.e., when predicting from the sequence), the smallest size of the reduced alphabet is 7 with the corresponding highest ACC of 0.572 when \(m = 19\). This alphabet is \{CILKMSV, Y, -, FW, G, R, ANDQEHPT\}. These two reduced alphabets were used to build the models in the second stage and were evaluated on the blind PDB704 and PDB208 datasets.

PSO is an optimization algorithm that introduces randomness when initializing and updating the particles. As a result, the “optimal” reduced alphabets are not unique, depending on these initial conditions. However, multiple experiments with the varying maximum group numbers \((m)\) show certain trends concerning the resulting AA groupings. As seen in Table S1 and Table S2, several AAs (including '-') demonstrate a more consistent tendency to group as they are inclined to belong to a certain group that includes only one or two AAs. Moreover, Fig. 2 shows the count distribution of each AA that was clustered belonging to an individual or two-symbol group. The result that stands out is the terminal gap symbol '-', which is expected since the terminal residues tend to be more flexible. When compared with the other AAs, four AAs including Glycine (G), Phenylalanine (F), Tyrosine (W) and Tryptophan (Y) usually belong to a group that contains only one or two AAs for both the DsspRSA- and PredRSA-based models. This is possibly due to the fact that Glycine has the smallest side chain with the lowest molecular weight, while Phenylalanine, Tyrosine and Tryptophan have aromatic rings with the largest molecular weights.

When using AA21 without the alphabet reduction, the ACC values between the native and predicted B'-factors evaluated based on fivefold cross validation for the two-stage linear models are 0.661 and 0.568 for the structure-based and sequence-based predictions, respectively. The proposed method that uses optimized reduced AA alphabet improves ACC values when compared with the method without the reduction for AA alphabet. Although the improvement is relatively small, the reduction of the AA alphabet also decreases the dimensionality of the linear model in the second stage, resulting in a simplified predictive model.

Comparison of the two-stage linear models with sliding window-based methods

The literature includes a wide variety of sequence-based predictors of various structural aspects of residues in proteins including secondary structures (Jones 1999; Zhang et al. 2011), contact maps (Cheng and Baldi 2007; Tegge et al. 2009), domain boundaries (Liu and Rost 2004; Li et al. 2012), solvent accessibility (Nguyen and Rajapakse 2006; Chen et al. 2008; Faraggi et al. 2012), B-factors (Yuan et al. 2005), and disordered regions (Jin and Dunbrack 2005; Mizianty et al. 2010; Zhang et al. 2012b). Most of these methods encode the input features using a sliding window where the predictions are preformed for the central residue. Each position in the sliding window
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is usually characterized by a number of features, such as AA type and evolutionary information extracted from the multiple alignment profiles. Thus, we compare the proposed models with the sliding window-based approaches. These approaches are implemented using linear regression and they include DsspRSA9, DsspRSA9 + AA9, DsspRSA9 + AA9 + PSSM9 when considering the structure-based (based on native RSA values) methods; and PredRSA9, PredRSA9 + AA9, PredRSA9 + AA9 + PSSM9 for the sequence-based methods (that use RSA values predicted from sequence); note that RSA denotes relative solvent accessibility, AA represents amino acid type, PSSM is the position specific scoring matrix generated by PSI-BLAST (Altschul et al. 1997), and 9 is the window size. For the AA type, each position in the sliding window is coded by a 20-dimension vector with value of 1 for one element where the residue type equals to a given AA type and otherwise 0. The PSSM for each residue in the sliding window is a 20-dimension vector where the score values are normalized with commonly utilized logistic function \(1 / (1 + \exp(-x))\). We use “RSA9” to investigate both structure-based and sequence-based predictions. The results are summarized in Fig. 3 and Table 1.

Figure 3 plots the ACC values of the two-stage linear models based on the fivefold cross validation on the PDB632 dataset. The x axis shows the two types of predictions where inputs are either structure-based using the actual RSA values or sequence-based using the predicted RSA values. The CC values are averaged over the folds of the cross validation and the corresponding standard deviations are shown using error bars.

Table 1 compares the prediction quality of the two-stage linear models and the sliding window-based methods based on the fivefold cross validations on the PDB632 dataset. The CC values between the native and the predicted B-factors are given for each fold and are averaged over the fivefold. By adding the features coded by AA type, as shown in the table, the sliding window-based method RSA9 + AA9 achieved an improvement in ACC by 0.01 when compared with the RSA9 model. However, no significant improvement is observed by adding other features including PSSM, i.e., the RSA9 + AA9 + PSSM9 model does not show further improvement when compared with the RSA9 + AA9 model. This is probably since RSA values provide strong input for the prediction of the B-factors and since prediction of RSA by SPINE-X that we utilize already includes the PSSM values.

As shown in Table 1, the predictions of the proposed models provided consistent and modest improvement of the CC values for each fold when compared with the sliding window-based methods including RSA9, RSA9 + AA9 and RSA9 + AA9 + PSSM9. Consequently, the paired t tests performed at the 95 % significance level, which compare pairs of ACC values from the two-stage linear models and the sliding window-based methods over the fivefold of the cross-validation procedures, reveal that the differences are significant. The corresponding p values for both the structure-based and sequence-based cases are below 0.0001. To sum up, the proposed two-stage models provide statistically significantly better B-factor predictions with the modest magnitude of the improvements when compared with the sliding window-based methods.

Comparison of the two-stage linear models with other existing methods for prediction of B’-factor

Table 2 summarizes the prediction quality, measured based on the ACC between the native and the predicted B’-factor values, of several existing methods for prediction of B’-factor values. We include four methods that predict B’-factors from protein structures: GNM (Kundu et al. 2002); a parameter-free Gaussian network model (pfGNM) (Yang et al. 2009); weighted contact number (WCN) method (Lin et al. 2008) and our previous method DsspRSA9 (Zhang et al. 2009). These methods are compared against our corresponding two-stage linear model. The prediction with the GNM, pfGNM and WCN is described in (Zhang et al. 2012a). We report the result of our previous PredRSA9 method as a representative method that predicts B’-factors from the protein sequences. We note that the web servers for other existing sequence-based B’-factor predictors, such as the neural network approach from (Schlessinger and Rost 2005), support vector regression method from (Yuan et al. 2005) and the two-stage SVR from (Pan and Shen 2009),
are either unavailable or do not work and thus we were unable to include their results. However, we include results generated by several predictors of disordered regions. Disordered regions can be perceived as regions with high flexibility and they are defined as regions that have no coordinates according to the ‘REMARK465’ in the corresponding PDB files. Predictions generated by these methods were shown to be correlated with the B-factor values (Radivojac et al. 2004; Jin and Dunbrack 2005; Worch and Stolarski 2008). We used the probability scores generated by four disorder predictors: IUPred (Dosztányi et al. 2005a, b) (for prediction of short disordered regions), SPINE-D (Zhang et al. 2012b), DisEMBL (Linding et al. 2003) and ESpritz (Walsh et al. 2012) to assess their correlation with the native B'-factor values. DisEMBL also provides probability scores for the predictions of two types of relatively flexible residues, i.e., hot loops and coils, for which the coordinates are provided. Coils are composed of residues with states T, S, B and I assigned by the DSSP program (Kabsch and Sander 1983). Hot loops are the coils with high B-factors. The three corresponding DisEMBL models are denoted as DisEMBL-Remark465, DisEMBL-coil and DisEMBL-hotloop, respectively. Similarly, ESpritz is an ensemble of protein disorder predictors trained on three different types of data, which were derived from X-ray structures in PDB, experimental data deposited in DisProt database (Sickmeier et al. 2007) and nuclear magnetic resonance (NMR) structures in PDB. These three ESpritz models are called ESpritz-X-ray, ESpritz-DisProt and ESpritz-NMR, respectively. We also include the DynaMine method that predicts backbone N–H $S^2$ order parameter ($S^2_{RCI}$) values, which are estimated from chemical shifts. A value of 1.0 for the $S^2$ order parameter means complete order (stable conformation), whereas a value of 0.0 represents fully random bond vector movement (highly dynamic). We note that computation of the ACC values between the native B-factors and the predicted disorder probability values was done before (Jin and Dunbrack 2005; Zhang et al. 2009), while we are the first to examine the relation between the native B-factors and the predictions of hot loops, coils, DisProt disorder, NMR mobility and the $S^2$ order parameter.

The structure-based methods, including DsspRSA9, GNM, pfGNM and WCN yield ACC values of 0.65, 0.57, 0.63 and 0.62 on the PDB632 dataset, respectively, while the proposed method achieves ACC value of 0.67. Among the existing structure-based methods, DsspRSA9 provides the highest ACC value of 0.65. Moreover, blind tests on the PDB704 and PDB208 datasets when using our model trained on PDB632 dataset confirm the modest improvements offered by our structure-based predictor. Table 2 shows that the ACC value derived by the proposed two-stage linear model is 0.65 and 0.62 on the PDB704 and PDB208 datasets, respectively, when compared with the best considered existing method DsspRSA9 that obtains ACC of 0.63 and 0.60. The proposed method also outperforms GNM, pfGNM and WCN that have ACC values of 0.53, 0.60 and 0.59 for the PDB704 dataset and 0.51, 0.57 and 0.56 for the PDB208 dataset, respectively.

In the case of the sequence-based methods, the two-stage linear model provides the best result on the PDB632 dataset with ACC = 0.57, while the other methods sorted in the descending order by their absolute ACC values are

| Table 1 | Comparison of prediction quality performed by fivefold cross validation on the training set PDB632 |
|-----------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|
|                | This work | DsspRSA9 | DsspRSA9 + AA9 | DsspRSA9 + AA9 + PSSM9 |
| Fold 1         | 0.658     | 0.646    | 0.653           | 0.654                       |
| Fold 2         | 0.665     | 0.650    | 0.657           | 0.659                       |
| Fold 3         | 0.681     | 0.665    | 0.675           | 0.676                       |
| Fold 4         | 0.645     | 0.626    | 0.640           | 0.641                       |
| Fold 5         | 0.686     | 0.670    | 0.679           | 0.681                       |
| Average        | **0.667** (±0.015) | 0.651 (±0.016) | 0.661 (±0.014) | 0.662 (±0.015) |

|                | This work | PredRSA9 | PredRSA + AA9 | PredRSA + AA9 + PSSM9 |
| Fold 1         | 0.562     | 0.545    | 0.554           | 0.555                       |
| Fold 2         | 0.566     | 0.551    | 0.558           | 0.559                       |
| Fold 3         | 0.586     | 0.567    | 0.576           | 0.577                       |
| Fold 4         | 0.548     | 0.530    | 0.540           | 0.542                       |
| Fold 5         | 0.591     | 0.574    | 0.584           | 0.584                       |
| Average        | **0.571** (±0.016) | 0.553 (±0.016) | 0.562 (±0.016) | 0.563 (±0.015) |

The values in the brackets are the corresponding standard deviations over the folds. The ACC values in bold show the best results.
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PredRSA9 (ACC = 0.55), SPINE-D (0.38), DisEMBL-Remark465 (0.37), DynaMine (0.36), ESpritz-X-ray (0.32), DisEMBL-hotloop (0.32), ESpritz-NMR (0.31), IUPred (0.28), DisEMBL-coil (0.24), and ESpritz-DisProt (0.13). While performing the blind tests on the PDB704 and PDB208 datasets using our models trained on the PDB632 dataset, we again observe consistent improvements when compared with the second-best PredRSA9 method. The ACC values generated by our sequence-based approach are 0.56 and 0.54 on the PDB704 and PDB208 datasets, respectively, compared to 0.54 and 0.52 obtained by the PredRSA9 method. The blind tests on the PDB208 dataset for the sequence-based predictions result in smaller ACC values than those on the PDB704 and PDB632 datasets. This is also true for the structure-based methods. Therefore, the lower quality results on the PDB208 set when compared with the other two datasets are not influenced by the quality of the RSA predictions generated using the SPINE-X program, and may be due to the higher degree of difficulty of this dataset. To sum up, the proposed two-stage linear models provide consistent improvements over the PDB632, PDB704, and PDB208 datasets.

We performed paired t tests at the 95 % significance level, which compare pairs of ACC values for the same sequences predicted by the proposed two-stage linear model and each of the existing methods. The calculations were done separately for the structure-based and the sequence-based predictors. The resulting p values for both blind tests on the PDB704 and PDB208 datasets are below 0.0001, which implies that the proposed methods provide statistically significant improvements for the prediction of the B-factors, i.e., the improvements are consistent across different proteins although the corresponding magnitude could be modest.

Figure 4 directly compares results for individual proteins between the best-performing existing one-stage and the proposed two-stage models based on the ACC values obtained on the PDB704 and PDB208 datasets. The (proposed) two-stage models provide higher ACC values for majority of the predicted sequences when compared with the one-stage models, i.e., most of the points are located above the diagonal red line. More specifically, in the case of the PDB704 dataset, 511 out of 704 proteins for the structure-based models (Fig. 4a) and 473 out of 704 proteins for the sequence-based models (Fig. 4b) have higher ACC values for the proposed predictors. Similar findings are true for the PDB208 dataset where 164 out of 208 proteins for the structure-based models (Fig. 4c) and 143 out of 208 proteins for the sequence-based models (Fig. 4d) have higher ACC values for the proposed predictors.
of 208 proteins for the sequence-based models (Fig. 4d) are above the diagonal. Furthermore, we performed paired \( t \) tests at the 95\% significance level to compare pairs of ACC values for the same sequences predicted by the one-stage and the proposed two-stage linear models. The \( p \) values for both blind tests on the PDB704 and PDB208 datasets are below 0.0001, which suggests that the differences between the one-stage and the proposed two-stage linear models are statistically significant.

Table 3 analyzes relation between predictive quality and secondary structures of the input proteins. It lists the ACC values for proteins that are enriched in helices, strands and coils for the two independent datasets: PDB704 and PDB208. For the proposed sequence-based methods, the ACC values of the proteins with high helix contents of at least 0.4 are higher than the results on the entire dataset. This suggests that results for the helix-rich proteins are characterized by stronger predictive performance. On the other hand, we note a lower predictive performance for the strand- and coil-rich proteins for the sequence-based predictions. This is also true in the case of the structure-based predictions for the proteins enriched in coils. The lower predictive quality for the proteins with high coil content is likely because coils have a relative wide B'-factor profile; see Fig. 2a in (Zhang et al. 2009). In the case of the sequence-based predictions for the strand-rich proteins, a possible explanation comes from the fact that these regions are difficult to identify in the sequence since they are based on long-range (w.r.t. the distance in the sequence) interactions (Faraggi et al. 2012). Table 3 also compares results of the proposed predictor with the PredRSA9 (for sequence-based predictions) and DsspRSA9 (for the structure-based predictions) models. The results demonstrate that the improvements associated with use of our model are consistent across different protein subsets that are enriched in each of the three types of secondary structures. Moreover, we compared the mean SS content (SSC) values for the proteins for which predictive quality is higher vs. lower when compared with the one-stage models (PredRSA9 and DsspRSA9), see Table S3 in the Supplementary Materials. The corresponding differences in the content values were assessed with the two-sided \( t \) test at the 95\% significance level showing that they are not significant (\( p \) values are above 0.2). This confirms results from Table 3 that the improvements are consistent regardless of the composition of the secondary structures in the input protein.

Additionally, we assessed two-class prediction of rigid vs. flexible residues based on thresholding the native and putative B’-factors. According to the normalization Eq. (1), the mean B’-factor for a given chain is zero. If the threshold is set at the mean B’-factor (0.0), the residues with the B’-factor above zero are regarded as flexible and the residues with B’-factor below zero are considered as rigid. Similarly as in the work by Yuan et al. (2005), we used the mean value as the threshold. We evaluated two-class predictions
Improved prediction of residue flexibility on the PDB704 and PDB208 datasets using the two-stage and one-stage models that were trained on the PDB632 dataset. The overall accuracies (the ratio of the correctly predicted residues to all residues considered in the dataset) on the PDB704 dataset are 72.3 and 71.6 % for the structure-based two-stage and one-stage models, respectively, and 68.1 and 67.5 % for the sequence-based two-stage and one-stage models, respectively. Similarly, the accuracies on the PDB208 dataset are 72.4 and 71.7 % for the structure-based two-stage and one-stage models, respectively, and 68.4, 67.5 % for the sequence-based two-stage and one-stage models, respectively. We conclude that the proposed two-stage model offers better predictive quality when compared with the one-stage model in the context of predicting rigid vs. flexible residues. The same result observation is true for other choices of threshold values (data not shown).

Prediction models

Given the optimized AA groupings for the DsspRSA- and PredRSA-based models, respectively, we analyze the corresponding prediction models to investigate the relation with flexibility between AA types. As explained above, we utilize two linear regression models to predict the residue flexibility. Similar to our previous work (Zhang et al. 2009), we estimated the weights for the first-stage linear model using the least square fit trained on the PDB632 dataset. Specifically, the linear model for the DsspRSA9 predictor follows

\[ \hat{B}_i = 0.0994 \text{DsspRSA}_{i-4} + 0.1745 \text{DsspRSA}_{i-3} \\
+ 0.3527 \text{DsspRSA}_{i-2} + 0.6825 \text{DsspRSA}_{i-1} \\
+ 1.2751 \text{DsspRSA}_{i+1} + 0.6507 \text{DsspRSA}_{i+2} + 0.3527 \text{DsspRSA}_{i+3} \\
+ 1.2751 \text{DsspRSA}_{i+4} - 1.0325 \]

where \( i \) represents the \( i \)th residue in the protein sequence and \( \hat{B}_i \) denotes \( B' \)-factor prediction for the \( i \)th residue. The model that uses predicted RSA values, PredRSA9, in the first-stage linear regression, is shown below

\[ \hat{B}_i = 0.2425 \text{PredRSA}_{i-4} + 0.3007 \text{PredRSA}_{i-3} \\
+ 0.4961 \text{PredRSA}_{i-2} + 0.7972 \text{PredRSA}_{i-1} \\
+ 1.3593 \text{PredRSA}_{i+1} + 0.7381 \text{PredRSA}_{i+2} + 0.3476 \text{PredRSA}_{i+3} \\
+ 0.2249 \text{PredRSA}_{i+4} - 1.2576 \]

<table>
<thead>
<tr>
<th>Dataset</th>
<th>SS content enrichment</th>
<th># Proteins</th>
<th>Structure-based methods</th>
<th>Sequence-based methods</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>DsspRSA9</td>
<td>This work</td>
</tr>
<tr>
<td>PDB704</td>
<td>Coil content ≥ 0.4</td>
<td>355</td>
<td>0.62</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>83</td>
<td>0.60</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>12</td>
<td>0.52</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td>0</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Helix content ≥ 0.4</td>
<td>289</td>
<td>0.63</td>
<td>0.65</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>144</td>
<td>0.62</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>81</td>
<td>0.63</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td>55</td>
<td>0.63</td>
<td>0.65</td>
</tr>
<tr>
<td>Strand content ≥ 0.4</td>
<td>118</td>
<td>0.63</td>
<td>0.65</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>46</td>
<td>0.64</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>8</td>
<td>0.61</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td>0</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>PDB208</td>
<td>Coil content ≥ 0.4</td>
<td>113</td>
<td>0.58</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>27</td>
<td>0.43</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>4</td>
<td>0.10</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td>2</td>
<td>0.16</td>
<td>0.22</td>
</tr>
<tr>
<td>Helix content ≥ 0.4</td>
<td>88</td>
<td>0.63</td>
<td>0.65</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>50</td>
<td>0.62</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>33</td>
<td>0.63</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td>19</td>
<td>0.62</td>
<td>0.65</td>
</tr>
<tr>
<td>Strand content ≥ 0.4</td>
<td>31</td>
<td>0.62</td>
<td>0.64</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>9</td>
<td>0.58</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>1</td>
<td>0.61</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td>0</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

The assessment considered subsets of proteins from the PDB704 and PDB208 dataset that have at least a given content (fraction) of helices, strands and coils. 

\( NA \) not available
The weights in the above two models differ from the values estimated in our previous work (Zhang et al. 2009) since we used a new training dataset PDB632.

Furthermore, we computed the weights in the second stage following Eq. (4). Tables 4 and 5 list the weights that were calculated using the least square fit for the DsspRSA and PredRSA-based models, respectively. For the structure-based model, the reduced optimal AA alphabet derived by the PSO algorithm is \{NQEHKPS, L, WY, R, -, I, G, V, ADCMFT\}, where the original AA21 alphabet is clustered into 9 AA groups, G1 = NQEHKPS, G2 = L, G3 = WY, G4 = R, G5 = -, G6 = I, G7 = G, G8 = V, and G9 = ADCMFT. Similarly, for the sequence-based model, the reduced optimal alphabet is \{CILKMSV, Y, -, FW, G, R, ANDQEHPT\} and its size is 7. The values in the two tables represent the strength of relation with flexibility of the RSA values of for the two types of AA groups. In other words, the value in the i-th row and the j-th column in Tables 4 and 5 is a factor that represents the relation between RSA and flexibility for a residue with AA type Gi on the central residue with AA type Gj.

When considering the linear model in the first stage, the weights that represent the relation with flexibility for AAs are set to 1. In the second-stage model, these weights may vary around 1. Since the positions represented by the gap symbol ‘-’, which denotes positions used to pad the window at the sequence terminus, are never predicted (cannot be set as a central residue in the window), as shown in Table 4 for the DsspRSA model, their weights in the G5 row are set to 0. The G5 group promotes/strengthens prediction of increased flexibility for the central residue in a given sliding window, which is shown by the fact that the weights in G5 column of Table 4 (except for the G5 row) are larger than 1. Majority of weights in the G7 column are also larger than 1, revealing that the single AA group G7, which includes glycine (G), also promotes prediction of higher flexibility for the central residue. This could be due to the fact that glycine (G) is the smallest and hydrophobic residue. We observe that five columns corresponding to the G2, G3, G4, G6 and G8 AA groups have the weights that are below 1. The weights are close to zero for the G3 group that includes tyrosine (W) and tryptophan (Y). This implies that the AA group G3 promotes prediction of lower values of flexibility for the central residue. Moreover, several other AA groups including G2, G4, G6 and G8 are also biased toward prediction of lower values of flexibility for the central residues, since their weights are below 1 and range between 0.5 and 0.7. These four single AA groups G2, G4, G6 and G8 include leucine (L), arginine (R), isoleucine (I) and valine (V), respectively. With the exception of arginine (R), the other three AAs are hydrophobic (Nguyen and Rajapakse 2006), which may inhibit flexibility of the nearby central residues.

Similar observations can be made for the PredRSA-based model based on the values shown in Table 5. The group G3 that includes the gap symbol used to pad the sequence termini promotes prediction of higher flexibility of the nearby central residue. The G2 group that has tryptophan (Y) promotes prediction of lower values of flexibility for the central residue since majority of the weights in the G2 column are low and range between 0.1 and 0.3. The G4 and G6 groups that are composed of large amino acids F, W and R are also biased toward prediction of lower values of flexibility; the corresponding weights in G4 and G6 columns are below 1 and range between 0.5 and 0.8.

### Conclusions

We proposed a novel method that utilizes the two-stage RSA-based linear regressions to predict the residue flexibility expressed by B-factor. The linear model in the first stage uses a generic combination of the RSA values in a sequence window, while the linear equation in the second stage uses a generic combination of the RSA values in a sequence window.
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Stage utilizes the new concept of AA pair-based space. Furthermore, particle swarm algorithm was used to reduce the AA alphabet used in the second stage to reduce the complexity of the model and to improve the predictive performance. The improvement was verified empirically by measuring and comparing (with a single-stage and other existing methods) the ACC values between native and predicted B’-factors.

Our empirical results suggest that the original full alphabet composed of the 20 standard AAs does not provide optimal predictive performance. The alphabet size that is reduced to about 5–10 AA groups is sufficient to represent the diversity of the relations between AA types and residue flexibility in the context of predicting the residue flexibility when using our two-stage linear model. This is consistent with an observation that the 20 AAs alphabet is redundant in a structural sense (Riddle et al. 1997; Luthra et al. 2007). Additionally, our empirical results confirm that the AA groupings can be efficiently generated with PSO and that these groupings provide a consistent (over multiple datasets) improvement in the predictive quality. In general, this (PSO-based) optimization approach can be used to generate “optimal” amino acid grouping for other types of related problems, which can possibly result in two benefits: simpler predictive model and improved predictive performance. The groupings developed in this work may not be effective in other problems, say in prediction of secondary structure or intrinsic disorder, and this PSO-based optimization should be repeated. Moreover, we stress that likely several similarly effective groupings can be generated for a given problem and the end-user has to make the ultimate selection.

Apart from B-factors that primarily come from the crystal structures, the residue flexibility can be also measured using Nuclear Magnetic Resonance (NMR) (Yang et al. 2007; Carbonell and Sol 2009; Zhang et al. 2010) and is also related to the intrinsically disordered regions that, for instance, can be annotated as the segments of residues with missing electron density in crystal structures (Ferron et al. 2006; Dosztányi et al. 2010). In the past decade, the intrinsic disorder has received considerable amount of attention due to its important functional roles (Uversky and Dunker 2010; Peng et al. 2013a, b). Recently, a number of predictors of disordered region have been developed and their outputs show a relatively strong correlations with the B-factor values (Radivojac et al. 2004; Jin and Dunbrack 2005; Worch and Stolarski 2008). Our previous work (Zhang et al. 2009) has also shown that the B-factor predictors can be applied to the determination of disordered region although the corresponding predictive quality is usually inferior compared to the results obtained with the existing disorder predictors (Peng and Kurgan 2012). This implies that B-factors and disordered regions are to some extent related, which is also shown in Table 2. The annotation of predicted disordered regions was successfully used as input to predict other aspects of protein structure and function including prediction of domain boundaries (Magnusson et al. 2002; Li et al. 2012; Zhang et al. 2013), certain protein–peptide binding events (Disfani et al. 2012) and propensity of protein chains to be amenable to crystallization (Mizianty and Kurgan 2011). Overall, we believe that the B-factor predictors should also provide useful information for similar predictive efforts, besides the more “natural” applications related to the investigations of proteins dynamics, including characterization of the RMSD (root-mean-square distance) of NMR ensembles (Yang et al. 2007), torsion angle fluctuations (Zhang et al. 2010), and order parameters (Carbonell and Sol 2009).
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Table 5

<table>
<thead>
<tr>
<th></th>
<th>G1 {CILKMSV}</th>
<th>G2 {Y}</th>
<th>G3 {-}</th>
<th>G4 {FW}</th>
<th>G5 {G}</th>
<th>G6 {R}</th>
<th>G7 {ANDQEHPT}</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>0.9829</td>
<td>0.2062</td>
<td>1.4421</td>
<td>0.5875</td>
<td>1.0057</td>
<td>0.6532</td>
<td>0.8582</td>
</tr>
<tr>
<td>G2</td>
<td>0.8782</td>
<td>0.5975</td>
<td>1.2114</td>
<td>0.8218</td>
<td>0.7912</td>
<td>0.5953</td>
<td>0.7773</td>
</tr>
<tr>
<td>G3</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>G4</td>
<td>0.8403</td>
<td>0.3731</td>
<td>1.1292</td>
<td>0.8354</td>
<td>0.8180</td>
<td>0.7315</td>
<td>0.812</td>
</tr>
<tr>
<td>G5</td>
<td>1.0838</td>
<td>0.3017</td>
<td>1.2596</td>
<td>0.5485</td>
<td>1.0471</td>
<td>0.6924</td>
<td>0.9302</td>
</tr>
<tr>
<td>G6</td>
<td>0.8123</td>
<td>0.0487</td>
<td>1.4135</td>
<td>0.7164</td>
<td>0.8465</td>
<td>0.8694</td>
<td>0.8485</td>
</tr>
<tr>
<td>G7</td>
<td>0.9617</td>
<td>0.1615</td>
<td>1.5794</td>
<td>0.4564</td>
<td>1.0113</td>
<td>0.7287</td>
<td>0.9186</td>
</tr>
</tbody>
</table>

The value in the i th row and the j th column is a weight that represents the flexibility impact of G i on G j.
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