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Recent research in the protein intrinsic disorder was stimulated by the availability of accurate computational
predictors. However, most of these methods are relatively slow, especially considering proteome-scale applica-
tions, and were shown to produce relatively large errors when estimating disorder at the protein- (in contrast
to residue-) level, which is defined by the fraction/content of disordered residues. To this end, we propose a
novel support vector Regression-based Accurate Predictor of Intrinsic Disorder (RAPID). Key advantages of
RAPID are speed (prediction of an average-size eukaryotic proteome takes b1 h on amodern desktop computer);
sophisticated design (multiple, complementary information sources that are aggregated over an input chain are
combined using feature selection); and high-quality and robust predictive performance. Empirical tests on two
diverse benchmark datasets reveal that RAPID's predictive performance compares favorably to a comprehensive
set of state-of-the-art disorder and disorder content predictors. Drawing on high speed and good predictive
quality, RAPID was used to perform large-scale characterization of disorder in 200+ fully sequenced eukaryotic
proteomes. Our analysis reveals interesting relations of disorder with structural coverage and chain length, and
unusual distribution of fully disordered chains. We also performed a comprehensive (using 56000+ annotated
chains, which doubles the scope of previous studies) investigation of cellular functions and localizations that
are enriched in the disorder in the human proteome. RAPID,which allows for batch (proteome-wide) predictions,
is available as a web server at http://biomine.ece.ualberta.ca/RAPID/.

© 2013 Elsevier B.V. All rights reserved.
1. Introduction

Intrinsically disordered proteins and intrinsically disordered protein
regions lack a unique 3-D structure, and exist as dynamic conformational
ensembles [1–3]. They are abundant across all kingdoms of life [4,5] and
implement a wide range of molecular functions [6–9]. These proteins/
regions complement functional repertoire of ordered/structured pro-
teins [10] and were shown to play important roles in several human
diseases [11,12]. Studies of the intrinsically disordered proteins/regions
improve our understanding of principles and mechanisms of protein
folding and function.

Recent research in intrinsic disorder was stimulated by the avail-
ability of in-silicomethods that predict disordered residues and regions
in protein chains [13–15]. We focus on well-performing methods that
are accessible to end users, either via web servers or standalone imple-
mentations. They include DISOPRED2 [16], IUPred [17], RONN [18],
PROFbval [19], Norsnet [20], Ucon [21], PrDOS [22], DISOclust [23],
MD [24], PreDisorder [25], POODLE [26], MFDp [27], PONDR-FIT [28],
CSpritz [29], ESpritz [30], MetaDisorder [31], and SPINE-D [32]. These
+1 780 492 1811.
.
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methods include publicly available versions of the best-performing dis-
order predictors from the 9th community-wide Critical Assessment of
techniques for protein Structure Prediction (CASP9), such as PrDOS,
DISOPRED, PreDisorder (also called MULTICOM), SPINE-D, POODLE,
MFDp and DISOclust [33], and the top-performing predictors from
CASP10 (based on our evaluation using publicly available results from
the CASP10 site), such as PrDOS, DISOPRED, MFDp, POODLE, and
PreDisorder. Although thesemethods provide accurate disorder predic-
tions at the residue level [14,33], they make relatively substantial mis-
takes at the sequence-level, i.e., they usually over- or under-predict
the overall amount of disorder in a given chain. A benchmark test of
10 recent predictors shows that the average mean absolute errors be-
tween the native and the predicted amount of disorder per chain vary
between 15 and 39% [34]. In another benchmark of 19 predictors the
average mean absolute errors ranged between 15 and 44% [14]. One
explanation for these errors is that most of these methods, including
thewell-performing predictors in the recent CASPs such as DISOPRED2,
MFDp, POODLE, PreDisorder, PrDOS, and SPINE-D, use a local/sliding
sequence window to predict the disorder. We argue that information
aggregated over the entire chain may reveal a sequence-level disorder
bias [34]. Furthermore, these methods utilize multiple sequence align-
ment with PSI-BLAST, which impedes high-throughput analysis on a
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native disorder content

Fig. 1. Distribution of fraction of proteins (y-axis) in given intervals of the native disorder
content for the TEST and CASP10 datasets. The x-axis shows the content binned to 0.05
wide intervals including values of 0 (fully structured proteins) and 1 (fully disordered
proteins) on both ends.
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proteomic scale due to the relatively high computational cost. Our anal-
ysis reveals that a modern desktop computer requires approximately
350 s to calculate PSI-BLAST profile for a chain with about 400 amino
acids (AAs). The calculation of these profiles over the human proteome
with 70,000 proteins and the average chain size of 400 AAs would re-
quire over 280 days; a more accurate estimate is given in the Results
and discussion section.

The sequence-level disorder content, defined as a fraction of disor-
dered residues in a protein sequence (i.e., number of disordered residues
divided by the total number of residues in a given chain), finds applica-
tions in many areas. It was used to estimate the abundance of intrinsic
disorder in certain databases [35], protein families and classes [36–38],
and complete proteomes [4,5,39]. The content was also utilized in the
analysis of intrinsic disorder-related protein functions [40–42]. Varying
amounts of disorder content valueswere reported for proteins associated
with different diseases [11,12,43]. Furthermore, the predicted disorder
findsmore “practical” applications in functional proteomics [10],with ex-
amples in target selection in structural genomics [44–47] and prediction
of functional sites [48]. However, to date only one method, DisCon [34],
was designed to accurately predict the disorder content and this method
utilizes PSI-BLAST.

With rapid advancements and decreasing costs of high-throughput
sequencing technologies, we anticipate a growing need to provide
time-efficient analysis of the disorder content. To this end, we aim to
provide a fast and accurate method to predict the disorder content in
a given protein chain. This is motivated by the fact that the existing
and accurate disorder predictors are relatively slow, that the quality of
the disorder content calculated from their predictions requires further
improvements, and that the existing disorder content predictor DisCon
is also time-inefficient. The threemain advantages of our support vector
Regression-based Accurate Predictor of Intrinsic Disorder (RAPID) are:

− Speed; we use fast-to-compute inputs and prediction model,
which allows predicting an entire eukaryotic proteome in 1 h or
less on a modern desktop computer.

− Sophisticated design; we hand-crafted and selected inputs based
on information extracted from predicted per-residue disorder,
sequence complexity, and selected physicochemical properties of
AAs that are aggregated over the input chain.

− High-quality predictions; tests on 2 diverse benchmark sets show
that RAPID compares favorably against DisCon and a comprehen-
sive set of state-of-the-art disorder predictors.

We also applied RAPID to analyze disorder in 200+ eukaryotic
proteomes, with a more detailed analysis for the human proteome.

2. Materials and methods

2.1. Datasets and evaluation protocols

RAPID was designed and tested on the MxD dataset, which was
originally developed in [27] and used to design and validate DisCon
[34]. This dataset contains 514 proteinswith pairwise sequence identity
b25% and with disorder annotation that were extracted from protein
data bank (PDB) [49] and DisProt [50] using procedures described in
[33] and [51]. This dataset was split at random into two equally-sized
sets of chains. One set of 257 chains constitutes the TRAINING dataset.
The entire design,which includes selection of input features and param-
eterization of the predictionmodel,wasperformedutilizing 5-fold cross
validation on the TRAINING dataset. The other set of 257 chains was
further expanded to include recent depositions from DisProt and PDB
to form a relatively large, new TEST dataset. We considered chains
added to DisProt after release 4.6 (which was used to build the MxD
dataset) and to PDB after Aug. 1, 2011. Among these chainswe removed
proteins that share >25% sequence identity to any chain in the MxD
dataset and the training datasets used by one of the most recent disor-
der predictors CSpritz [29]. The remaining 104 proteinswere annotated
the same way as the chains in the MxD dataset. The resulting new
TEST set has 257 + 104 = 361 chains that share low (b25%) identity
with the proteins in the TRAINING set. The TRAINING and TEST datasets
are available at http://biomine.ece.ualberta.ca/RAPID/. We also use 95
chains from the most recent CASP10 experiment, for which chains and
disorder annotations were downloaded from http://predictioncenter.
org/download_area/CASP10/. We collected disorder predictions for
these chains from all participating predictors in CASP10, which are
available at the same URL, to compare with RAPID.

To evaluate predictive performance of RAPID, the model built on
the TRAINING dataset was tested on the new TEST and CASP10
datasets and compared against state-of-the-art in the field. Fig. 1
shows that these test datasets have substantially different distribu-
tions of the disorder content values. The TEST dataset has more pro-
teins with larger content values including a relatively large fraction
of fully disordered proteins (with content = 1), while the CASP10
set includes a large fraction of proteins with low amounts of disorder
and fully structured proteins (with content = 0). To compare, there
are 27% and 9% of proteins with over 0.25 disorder content in the
TEST and CASP10 datasets, respectively.

2.2. Evaluation criteria

The predictions were evaluated using the same criteria as used in
[34], including:

Mean Absolute Error MAEð Þ ¼ ∑
i¼1; :::n

xi � yij j
n

Mean Squared Error MSEð Þ ¼ ∑
i¼1; :::n

xi � yið Þ2
n

Pearson Correlation Coefficient PCCð Þ ¼ ∑
i¼1; :::n

xi � xmð Þ yi � ymð Þ
n� 1ð Þsxsy

where n is the number of protein chains in the dataset; xi ∈ X is the pre-
dicted disorder content and yi ∈ Y is the native disorder content for the
ith (i = 1,2,…n) protein chain; xm and ym are the mean values of pop-
ulations X and Y; and sx and sy are the standard deviations of X and Y.

We evaluated the statistical significance of the differences between
the content predictions of RAPID and each of the other considered
predictors. For each test dataset we randomly selected 70% of proteins
(to have large enough sample for the CASP10 dataset that has 95
chains) to calculate the corresponding MAE, MSE and PCC values. This
is repeated 10 times and we compared the corresponding 10 paired
results for each of the three measures. Given that the measurements
are normal, as testedwith the Anderson–Darling test at 0.05 significance,
we utilized the paired t-test to investigate significance; otherwise we
used the Wilcoxon test. Differences between were assumed statistically
significant when p-value b 0.05.

http://biomine.ece.ualberta.ca/RAPID/
http://predictioncenter.org/download_area/CASP10/
http://predictioncenter.org/download_area/CASP10/
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Moreover, we evaluated prediction of proteins with large disorder
content based on the content predictions. We binarized the native
and predicted content to classify each protein as either having “large”
amount of disorder (≥25%) or “small” amount of disorder (b25%),
and we computed Mathews correlation coefficient (MCC) between
these native and predicted binary labels over a given test dataset:

MCC:25¼ TP � TN–FP � FNð Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TPþ FPð Þ � TPþ FNð Þ � TNþ FPð Þ � TNþ FNð Þ½ �

p

where TP is the number of true positives (correctly predicted proteins
with large amount of disorder), FP denotes false positives (proteins
with small disorder content thatwere predicted as having large content),
TN denotes true negatives (correctly predicted proteins with small
amount of disorder), and FN stands for false negatives (proteins with
large disorder content that were predicted as having small content).
The MCC values range between −1 and 1 and they are equal to zero
when all proteins are predicted as positives or negatives. The use of
MCC is motivated by the fact that our datasets are imbalanced.

2.3. RAPID predictor

RAPID generates predictions using four steps, see Fig. 2. In the first
step, the low/high complexity regions, per-residue disorder predictions,
and various physicochemical and biochemical properties are computed
for the input protein using SEG program [52], IUPred [17], and the
AAindex database [53], respectively. Next, this information is encoded
using 7 custom designed features, which are empirically selected
using TRAINING dataset from a large pool of 3000+ features. These 7
features are inputted into a support vector regression (SVR) model
that predicts the disorder content. Selection of SVR was motivated by
empirical results that show that it outperforms an alternative ridge
regression model (see below) and the fact that it generates predictions
quickly. Lastly, the predicted content values are set to the unit interval,
i.e., negative values are set to 0, and predictions > 1 are set to 1.

Our goal is to provide a method that rapidly predicts the disorder
content and this motivated the choice of the prediction model and the
features/information that are computed from the input sequence.
IUPred was selected to provide per-residue disorder predictions
based on its strong predictive performance in a recent comparative
review [14], where its average mean absolute error outperformed
predictions of 18 other disorder predictors, and the fact that it is fast
easy to predict as it does not utilize alignment. Similarly, the fast-to-
compute SEG algorithm was used to annotate the low and high com-
plexity regions.We derived four groups of features from a given protein
chain and physicochemical and structural properties of its amino acids
(AAs), which aggregate information over the input chain. These feature
sets are defined in detail in the Supplement (available at http://biomine.
ece.ualberta.ca/RAPID/Supplement.pdf). Total of 3758 features, which
comprehensively cover possible numerical inputs to the prediction
model that can be extracted from the above information, were
generated.

Some of these features are likely irrelevant to the prediction and also
could be redundant/correlated with each other. Thus, we performed
two-step feature selection to collect a small subset of relevant and
Input chain  Low/high complexity regions identified

Per-residue disorder prediction using IU

Physicochemical/biochemical properties u

Fig. 2. Architecture of th
non-redundant features. First, we removed the irrelevant and redun-
dant features using a coarse-grained evaluation based on correlation
with the native disorder content, and next we executed a wrapper-
based feature selection using the remaining features. The second step
also includes computation and parameterization of the prediction
models. These two steps were performed utilizing cross-validation on
the TRAINING dataset.

In the first step, we performed the correlation-based feature selec-
tion where we calculated the PCC values (average on the 5 training
folds based on the 5-fold cross validation on the TRAINING dataset)
with the disorder content and removed irrelevant features that had
absolute PCC b 0.16; this cut-off corresponds to a visible peak in the
histogramof the absolute PCC values shown in Fig. S1 in the Supplement.
Next, we removed redundant features, i.e., features that are highly corre-
lated with each other. Specifically, we sorted features according to their
absolute PCC values and starting with the feature that had the highest
PCC value we added a subsequent feature from the sorted list only if its
PCC value (averaged over the 5 training folds) with all the previously
chosen features is b0.7. The features that were not added are highly
correlated (PCC ≥ 0.7) with the selected features, and thus were re-
moved. This step resulted in the selection of 284 features.

In the second step, we used the wrapper-based sequential forward
selection on the features obtained from the first step. We considered
two predictors, linear ridge regression and SVR with Radial Basis
Function kernel, to implement the wrapper. First, these predictors
were parameterized using top 5% (5% ∗ 284 = 14) of the 284 fea-
tures (selected based on the average PCC values computed in the
first step); next they were used to perform the wrapper-based selec-
tion; and finally they were parameterized again using the selected
feature set. These parameterizations and selections were performed
using TRAINING dataset and a variant of the 5-fold cross validation
called 4 + 1-fold cross validation. This protocol includes 4-fold
cross validation on 4 out of the 5 original folds and additional test
in which these four folds are used together to build a model that is
tested on the set-aside 5th fold. The use of the 4 + 1-fold cross vali-
dation helps to reduce overfitting into the training dataset and was
successfully used in our prior studies [48]. The parameterization
was run utilizing grid search over the ridge parameter r for the ridge
regression, and complexity parameter C and kernel parameter γ for
the SVR model. We considered r = 10i where i = −10, −9,…,5, and
C = 2n and γ = 2n where n = −5, −4,…,5. The parameter set with
the lowest MAE value on the 4 + 1-fold cross validation on TRAINING
dataset was selected. The results from the initial/first parameterization,
which are shown in Table S1 in the Supplement, reveal that ridge re-
gression is not sensitive to the ridge value (the same results were
obtained for initial/default and final/optimized value of r),while param-
eterization helps the SVR model to reduce MAE by about 10%. Next, the
two parameterized predictors were used to perform sequential forward
feature selection from the set of 284 features. First, we computed the
MAE value for each of the features used individually to predict the
native disorder content based on the 4 + 1-fold cross validation on
the TRAINING dataset. We sort the 284 features based on these MAE
values and select the best performing feature. We accept the next
ranked feature into the current list of selected features if the addition
 using SEG Selected custom-designed 7 
numerical features 

Support vector regression  

Set to unit interval 

Pred short 

Predicted disorder content 

sing AA indices 

e RAPID predictor.

http://biomine.ece.ualberta.ca/RAPID/Supplement.pdf
http://biomine.ece.ualberta.ca/RAPID/Supplement.pdf
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of this feature decreases the MAE value by at least 0.001 on the
4 + 1-fold cross validation when compared with the set before the
addition. We scan the sorted list of features once. Fig. S2 in the Supple-
ment shows the progress of the selection processwhere both prediction
models saturated the improvements in MAE after selecting 7 features.
Both predictors are again parameterized using their selected 7 features
and the same approach as for the initial parameterization. The results
are summarized in Table S1 in the Supplement. This second/final param-
eterization does not provide further improvements. The MAEs obtained
using theparameter values selected through the initial parameterization
are virtually identical to the results with the re-optimized parameters.
The SVR obtains substantially lower MAE on the 4 + 1-fold cross vali-
dation on the TRAINING dataset compared to the ridge regression,
i.e., 0.151 vs. 0.160. Consequently, the SVR-based model was
implemented in the RAPID predictor.

RAPID utilizes 7 selected custom-designed features, which are
summarized in Table S2 in the Supplement. They use information
from per-residue predictionswith IUPred, which agreeswith the strong
predictive performance of IUPred shown in [14]; AA index that quan-
tifies B-factors, which concurs with the observations in [34,54]; AA
index that quantifies hydrophobicity, which is consistent with the
observations in [55,56]; AA index that represents propensity for helical
conformations, whichwas discussed in [57,58]; AA index related to side
chain interactions, which were pointed out to be relevant to disorder in
[6]; and finally they make use of the low sequence complexity regions,
which agrees with [59]. Although these factors are already known to be
important for characterization and prediction of disorder, they are
quantified using custom-designed numerical features and efficiently
combined through empirical feature selection. These two latter aspects
allow RAPID to provide strong predictive performance. Table S2 in the
Supplement reveals that the average absolute MAEs of these features,
when used individually to predict disordered content on the TRAINING
dataset, are substantially larger than the MAE of their combinations
that is implemented in RAPID, i.e., the best MAE of an individual feature
equals 0.181, see Table S2 in the Supplement, compared to 0.151 of
RAPID, see Table S1 in the Supplement. This suggests that disorder is a
complex phenomenon that can be accurately predicted by combining
multiple complementary information sources, which is in agreement
Fig. 3. Scatter plot of the top three features (according to MAE values shown in Table S2 in
point (defined using a scale on the right) that represents a protein from the TRAINING da
proteins.
with prior studies [24,27,34]. We visualize relationships between the
top three (according to MAE in Table S2 in the Supplement) features
and the disorder content in the Fig. 3. The points correspond to pro-
teins in the TRAINING dataset, which are color-coded according to
their native disorder content, from blue for low disorder content to
red for the high content. The 3 features (shown on the 3 axes) have
positive correlations with the native disorder content, which means
that higher averaged per chain predicted real-value propensity for
disorder (IUPred-p-avg axis), higher average length of predicted
disordered segments (IUPred-b-avgDisL axis) and higher estimated
per-chain flexibility (VINM940104_avg axis) are associated with larger
disorder content. Most importantly, combination of these complemen-
tary features improves prediction of disorder content, i.e., the points are
relatively well separated by colors/content in this 3-dimentional space,
while projection of these points on just one axis (say, VINM940104_avg
axis) would mix proteins of varying colors/content together.

3. Results and discussion

3.1. Comparison with existing residue-level and disorder
content predictors

RAPID is compared with DisCon and a representative set of 21
modern residue-level disorder predictors on the TEST dataset. The
residue-level predictors include DISOPRED2, IUPred in two versions,
short and long, PROFbval, NORSnet, Ucon, PrDOS, DISOclust, MD,
PreDisorder, MFDp, PONDR-FIT, CSpritz in two versions: short and
long, ESpritz in 6 versions including models optimized for low false
positive rate (FPR) andhigh Sw usingNMR-based annotation of disorder
(ESpritz NMR-FPR and ESpritz NMR-Sw), DisProt-based annotations of
disorder (ESpritz DP-FPR and ESpritz DP-Sw), and X-ray crystals-based
annotations (ESpritz Cx-FPR and ESpritz Cx-Sw) and SPINE-D. Table 1
reportsMAE,MSE, and PCC values between the native and the predicted
disorder content and MCC.25 values for the predictions of proteins with
large amount of disorder for these 23 methods. RAPID provides the
lowest MAE and MSE, the highest PCC, and the fourth best MCC.25. The
second best PONDR-FIT short has MSE worse by (0.054–0.049)/
0.049 = 10%, MAE worse by (0.154–0.141)/0.141 = 9%, and a slightly
IUPred-p-avg

the Supplement) used by RAPID. Color denotes the native disorder content of a given
taset; dark blue stands for fully structured proteins and dark red for fully disordered



Table 1
Comparison of RAPID, DisCon and 21 modern disorder predictors on the TEST dataset.
The methods are divided into single-sequence methods that do not utilize PSI-BLAST
profiles, and methods that use the profiles. The best values are shown in bold font,
and best values for (fast) methods that do not use PSI-BLAST are given in italics.
Methods are sorted in the ascending order by the MSE values within each sub-group.
+/−/= indicates that RAPID is statistically significantly better/worse/not different at
p-value b 0.05 than another method. PreDisorder and PrDOS could not predict 8 pro-
teins and they were evaluated on the remaining 353 chains.

Predictor MAE MSE PCC MCC0.25

Type Name Value Sig Value Sig Value Sig

Single-sequence
methods that
do not utilize
PSI-BLAST
profiles

RAPID 0.141 0.049 0.684 0.483
IUPred short 0.146 + 0.055 + 0.637 + 0.425
ESpritz Cx-FPR 0.145 + 0.060 + 0.608 + 0.421
ESpritz Cx-SW 0.175 + 0.062 + 0.624 + 0.401
IUPred long 0.157 + 0.067 + 0.590 + 0.423
ESpritz
NMR-FPR

0.178 + 0.068 + 0.553 + 0.434

ESpritz DP-FPR 0.173 + 0.084 + 0.601 + 0.418
ESpritz
NMR-SW

0.252 + 0.101 + 0.537 + 0.243

ESpritz DP-SW 0.226 + 0.133 + 0.554 + 0.462
Methods that
utilize
PSI-BLAST
profiles

PONDR-FIT 0.154 + 0.054 + 0.669 + 0.494
DisCon 0.166 + 0.054 + 0.642 + 0.413
Ucon 0.168 + 0.060 + 0.619 + 0.511
PrDOS 0.146 + 0.061 + 0.582 + 0.486
DISOPRED2 0.159 + 0.064 + 0.599 + 0.472
PreDisorder 0.208 + 0.075 + 0.611 + 0.376
MFDp 0.175 + 0.077 + 0.623 + 0.464
SPINE-D 0.203 + 0.079 + 0.612 + 0.382
CSpritz short 0.206 + 0.079 + 0.588 + 0.351
CSpritz long 0.194 + 0.092 + 0.609 + 0.428
NORSnet 0.185 + 0.095 + 0.447 + 0.392
MD 0.199 + 0.096 + 0.610 + 0.413
DISOclust 0.242 + 0.099 + 0.549 + 0.261
PROFbval 0.402 + 0.195 + 0.372 + 0.102
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lower PCC by (0.684–0.669)/0.669 = 2%. RAPID also offers relatively
good MCC.25, which is slightly lower than the best value obtained by
UCon (0.483 vs. 0.511) and higher than for any method that does not
utilize PSI-BLAST (0.483 vs. 0.462). Moreover, RAPID outperforms the
other disorder content predictor DisCon by a relatively wide margin,
in spite of the fact that DisCon uses PSI-BLAST profiles. We note that
Table 2
Comparison between RAPID and groups participating in CASP10 that predicted all 95 targe
single-sequence methods that do not utilize PSI-BLAST profiles, methods that use the profiles
publicly available/published method developed by the same group. Best values are shown in
sub-group. +/−/= indicates that RAPID is statistically significantly better/worse/ not diffe
per-residue predictions and they are not available for RAPID.

Predictor MAE

Type Group number
[public predictor]

Value Sig

Single-sequence Methods
that do not utilize
PSI-BLAST profiles

RAPID 0.081
327 [ESpritz] 0.099 +
380 [Espritz] 0.143 +

Methods that utilize
PSI-BLAST profiles

288 [MFDp] 0.062 −
369 [PrDOS] 0.067 −
478 [MFDp] 0.067 −
170 [DISOPRED] 0.073 −
84 [MFDp] 0.104 +
222 [PreDisorder] 0.113 +
216 [POODLE] 0.119 +
424 [PreDisorder] 0.132 +
413 [SPINE-D] 0.156 +
125 [PreDisorder] 0.160 +
496 [MetaDisorder] 0.145 +
484 [CSpritz] 0.168 +
183 0.233 +
494 [MetaDisorder] 0.295 +
273 [DISOclust] 0.246 +

Unknown 180 0.102 +
167 0.146 +
the results for DisCon are slightly different than the results reported
in [34], i.e., MAE of 0.166 vs. 0.156; MSE of 0.054 vs. 0.050, and PCC of
0.64 vs. 0.68, since here we use a different, substantially larger test
dataset. The improvements offered by RAPID over the other considered
methods on the TEST dataset are shown to be statistically significant.
Themagnitude of these improvements ranges between 10% (compared
to PONDR-FIT) and 171% (ESpritz DP-SW) for MSE, between 3.5%
(IUPred short) and 78% (ESpritz NMR-SW) for MAE, and between 2.2%
(PONDR-FIT) and 53% (NORSnet) for PCC; we exclude PROFbval that
is primarily used to predict B-factors and is historically included in the
comparative evaluations of disorder predictors.

We also compare RAPID against the state-of-the-art in disorder
prediction based on the results of the CASP10 experiment. We evalu-
ated the publicly available results, which we downloaded from http://
predictioncenter.org/download_area/CASP10/ in mid December 2012,
for all groups that submitted predictions for all 95 targets that were
assessed under the disorder prediction category. The predictive perfor-
mance of these methods including MAE, MSE, PCC, MCC0.25 and AUC,
which evaluate residue-level prediction, is summarized in Table 2.
For each group we list their “closest” publicly available disorder pre-
dictor, however the predictions are often performed using customized
in-house implementations. RAPID has secured second best MSE at
0.014, second best MCC0.25 at 0.509, and fourth best PCC at 0.48 on
this benchmark dataset. The differences in MSE are statistically signifi-
cant, except for the groups 288, 369, and 478 that have comparable pre-
dictive quality. For PCC, RAPID significantly outperforms 12 participants
and provides correlations that are not significantly different compared
with the 7 remaining groups. For MAE, 4 groups significantly out-
perform RAPID, while the remaining 15 groups offer predictions
with worse scores. Although our method did not outperform some of
the CASP10 participants, most of these methods utilize PSI-BLAST
(including all methods that outperformed RAPID) while our predictor
offers the additional benefit of providing fast predictions that can be
applied on a proteomic scale.

3.2. Comparison of runtime

Runtime is a key factor that determines whether a given predictor
can be applied in a high-throughput manner. The existing disorder
ts considered under the disorder prediction evaluation. The methods are divided into
, and methods where this information is unknown. [Public predictor] denotes the closest
bold font. Predictors are sorted in the ascending order by the MSE values within each

rent with p-value b 0.05 than another method. The AUC values are computed for the

MSE PCC MCC.25 AUC

Value Sig Value Sig

0.014 0.476 0.509 n/a
0.025 + 0.407 + 0.254 0.850
0.038 + 0.293 + 0.133 0.846
0.013 = 0.497 = 0.246 0.882
0.014 = 0.436 = 0.407 0.896
0.014 = 0.428 = 0.085 0.885
0.017 + 0.293 + −0.047 0.880
0.021 + 0.200 + 0.141 0.822
0.027 + 0.508 = 0.504 0.864
0.028 + 0.294 + 0.198 0.866
0.028 + 0.519 = 0.513 0.848
0.040 + 0.386 + 0.098 0.859
0.047 + 0.453 = 0.388 0.839
0.051 + 0.350 + 0.362 0.801
0.052 + 0.356 + 0.167 0.822
0.077 + 0.382 = 0.163 0.772
0.114 + 0.323 + 0.037 0.772
0.119 + 0.128 + 0.183 0.819
0.020 + 0.349 + 0.156 0.861
0.034 + 0.156 + 0.198 0.592

http://predictioncenter.org/download_area/CASP10/
http://predictioncenter.org/download_area/CASP10/


Table 3
Actual and estimated runtime in minutes of IUPred, RAPID, ESpritz, and PSI-BLAST for
the disorder prediction on the human proteome using a modern desktop computer.

IUPred RAPID ESpritz PSI-BLAST

Actual runtime [min] 34.2 63.9 – –

Estimated runtime [min] 47.2 75.4 331.4 302,625

A
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predictors can be divided into two groups: methods that utilize
PSI-BLAST to derive evolutionary profiles, and the single-sequence
methods that do not. The main computational cost of methods in
the first group, which includes the only existing disorder content pre-
dictor DisCon and top 6 (based on AUC) methods in CASP10, is the
multiple sequence alignment, and thus we approximate their runtime
by the time to run PSI-BLAST. Fig. 4 compares average runtime of
PSI-BLAST and the methods from the second group (IUPred, Espritz,
and RAPID) based on predictions on the TEST dataset. We sorted
chains based on their length and divided them into 10 equally-sized
subsets with increasing protein size. The averaged runtime is plotted
against the averaged protein size over these subsets. Although the
absolute runtime values depend on a computer hardware used, we
focus on relative differences which are hardware independent.
PSI-BLAST takes a considerable amount of time to run, which in-
creases by an order of magnitude between short and very long chains.
ESpritz, which is 3 orders of magnitude faster than PSI_BLAST, is also
characterized by an increase in the runtime by an order of magnitude
with the increase of the chain size. The fastest IUPred and RAPID have
3–4 orders of magnitude lower runtime compared to PSI-BLAST and
their execution time does not increase for longer chains. The average,
over all chains, runtimes for IUPred, RAPID, ESpritz and PSI-BLAST are
0.05, 0.06, 0.4, and 347 s, respectively. Although RAPID takes longer
to compute than IUPred, the difference is relatively small while
RAPID provides improved predictive performance.

We used linear approximations from Fig. 4, which have good fit
into the measured data, to estimate runtime of IUPred, RAPID, Espritz
and PSI-BLAST on the entire human proteome. We compare these
approximations with the measured time of the fast IUPred and RAPID,
see Table 3. The error in the runtime estimate is relatively small, up to
25% higher than themeasured value. Assuming similar errors for ESpritz
and PSI-BLAST, the results demonstrate substantial advantage offered
by RAPID and IUPred compared to the other predictors. Using Espritz
and any method that applies PSI_BLAST it takes 5.5 and 5043 h, respec-
tively, to calculate predictions for the human proteome, compared to
about 1 h for IUPred and RAPID. Our results are consistent with the
results on a 1% of human proteome from [30], where ESpritz was
shown to be 3–4 orders of magnitude faster than PSI-BLAST and an
order of magnitude slower than IUPred.

3.3. Disorder in eukaryotic proteomes

Using RAPID, we predicted disorder content for 200+ fully sequenced
eukaryotic proteomes (~3.2 million chains) collected from the Uniprot
database [60] in July 2012; see Table S3 in the Supplement (available at
http://biomine.ece.ualberta.ca/RAPID/Supplement.pdf). We also estimat-
ed structural coverage of each proteome following the protocol from
sequence length

Fig. 4. Runtime (y-axis in logarithmic scale) in the function of sequence size (x-axis).
The measurements were made using a modern desktop computer using the TEST
dataset. The runtime was averaged for chain sizes binned into 10 intervals that include
similar numbers of proteins.
[61]. For every chain, we run 3 rounds of PSI-BLAST against chains in
the PDB database. A given protein is considered “structured” if it has a
hit in PDB with E-value b 0.001 that has ≥50 AAs in length.

Our study complements and expands previous works, including
studies that analyzed disordered binding regions in 44 eukaryotic
proteomes [62], relation between disorder, proteome size, and organism
complexity in 53 eukaryotes [63], abundance of disorder in 67 eukaryotes
[5], and the largest to date analysis of 194 eukaryotes for which disorder
was contrasted against prokaryotes [64].We investigate other interesting
aspects including relation of disorder with structural coverage and chain
length, and we characterize abundance of chains with large amount of
disorder and fully disordered chains across various eukaryotic phyla.
Moreover, we analyze a large number of species; only Pancsa and
Tompa [64] considered comparable number of proteomes, but they
used a slightly less accurate IUPred to perform the disorder predictions.

Fig. 3 shows relations between the disorder content aggregated
over entire proteomes and the corresponding structural coverage.
We separate proteomes by their kingdoms/phyla into Alveolata,
Fungi, Metazoa, Viridiplantae, and others that have too few species to
be grouped. Fig. 5A shows that structural coverage is lower for
proteomes with larger average disorder content. This agrees with
the observation that chains with disordered segments are harder to
B

Fig. 5. Scatter plot of relation between predicted disorder content and structural coverage
(panel A) and structural coverage for all chains, chains with at least 0.25 disorder content
and fully disordered chains (panel B). In Panel B we plot only the protein sets that have
over 50 chains. Eukaryotic proteomes are divided by their kingdoms/phyla into Alveolata,
Fungi, Metazoa, and Viridiplantae.

http://biomine.ece.ualberta.ca/RAPID/Supplement.pdf


1677J. Yan et al. / Biochimica et Biophysica Acta 1834 (2013) 1671–1680
solve using the dominant structure determination approach via X-ray
crystallography [45]. However, this trend is weaker for animals where
the coverage reaches 70–80% in spite of their average disorder con-
tent ranging between 15 and 20%; this predicts that many eukaryotes
in other phyla can be also brought to these levels of coverage. Homo
sapiens has lower coverage at 55% coupled with relatively high disor-
der content at 25%. Fig. 5B shows coverage for whole proteomes (top
line) and subsets of proteomes with proteins that have ≥25% of dis-
order (middle line) and only fully disordered chains (bottom line);
we show subsets that have over 50 chains. As expected, coverage
drops substantially for chains with large amount of disorder, on aver-
age by 17% when considering chains with ≥25% disorder content.
However, even some fully disordered chains have solved structures.
Interestingly, over 20% of fully disordered chains in several animal
species have structures. This usually concerns fragments of their
chains, such as individual domains or interaction sites, for which the
structure could be stabilized, e.g., through an interaction with another
molecule [47].

Fig. S3A in the Supplement shows strong correlation between the
disorder content and fraction of chains with large (>25%) disorder con-
tent. Some eukaryotes including parasites (Kinetoplastida Duttonella and
3 species of Apicomplexa), plants (Streptophyta Oryza), fungi (8 species
of Dikarya), and animals (Homo sapiens) have over 1/3 of chains with
the large amount of disorder. Homo sapiens has 38% of proteins with
the large disorder content, which is a higher value compared to the
previous estimate of ~22% obtained on a smaller subset of human prote-
ome [4]. However, the fraction of fully disordered chains has weaker
(compared to the fraction of chainswith large disorder content) correla-
tion with the overall disorder content, see Fig. 6. In particular, animal
species have larger fractions of fully disordered chains relative to other
phyla. Overall, close to 90 out of 201 proteomes, particularly in animal
organisms, have over 50 fully disordered chains, see bottom line in
Fig. 5B. Similar to [64], we observe that larger proteomes are character-
ized by larger disorder content, except for plantswhere this trend disap-
pears and animals where the correlation is weaker; see Fig. S3B in the
Supplement.

We also analyze disorder content values in the context of the cor-
responding protein counts and chain length for individual eukaryotic
proteomes grouped by kingdoms/phyla. Fig. 7A shows color-coded
fractions (ranging from low fractions in white to high fractions in
dark red) of chains in a given proteome (each horizontal line corre-
sponds to one proteome) over varying amounts of content that are listed
on the horizontal axis. It reveals that majority of proteins have relatively
low amounts of disorder, i.e., darker red is concentrated on the left. How-
ever, the entire range of disorder content is colored (i.e., non-white
colors are distributed over the entire range of disorder content), which
means that virtually all proteomes include chains with significant
amounts of disorder. The right-most column in Fig. 7A (i.e., for the
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Fig. 6. Scatter plot of relation between predicted disorder content and fraction of fully
disordered chains for the eukaryotic proteomes. Eukaryotic proteomes are divided by
their kingdoms/phyla into Alveolata, Fungi, Metazoa, and Viridiplantae.
disorder content equal 1) demonstrates that numbers of fully disordered
chains are fairly substantial; they are as high as up to 3.4% of a given pro-
teome and we found 16 proteomes with≥1% of fully disordered chains,
particularly in animals and plants. The white spots on the right side that
appear in a large number of fungi, protists, and “other” species, reveal
that they do not have proteins with large disorder content. Fig. 7B
shows predicted color-coded disorder content (ranging from content at
0% in white to 100% in dark red) in the function of chain length that is
listed on the horizontal axis; the right-most column aggregates all chains
longer than 3000 AAs. The figure demonstrates that large disorder con-
tent is primarily found in relatively short proteins, with a length of
about 100 or fewer AAs. However, we observe a second peak of the
high disorder content values (cluster of dark red points) for the chain
lengths of about 1500 and 1000 for many animal and fungal species,
respectively. Interestingly, the disorder in these long chains with large
disorder content plays different functional roles compared with the
short disordered chains; we recently investigated that using a smaller
subset of eukaryotes [65].
3.4. Functional analysis of disorder in Homo sapiens

Functional analysis of disorder in eukaryotes was previously done
on a smaller scale, for yeast in [4] and using 28,057 human proteins
annotated with GO terms in [42]. We perform a more comprehensive
study using predictions from RAPID for 56,392 annotated proteins
from the human proteome. We collected gene ontology annotations
[66] for 3 major categories including cellular component (CC), molec-
ular function (MF) and biological process (BP). We assume that GO
annotations that occur in at least 100 chains have sufficient statistical
power to calculate enriched in disorder. Similar to an earlier analysis
on yeast [4], we compare disorder content in a set of chains with a
given annotation to the content in a randomly selected, from the entire
human proteome, set of the samenumber of chains.We also assure that
the randomly selected chains have similar length (±10%); this accom-
modates for chain-size bias of the disorder content per Fig. 7B. This is
repeated 10 times, each time selecting 50% of GO annotated chains,
and we evaluate the significance of the differences in the disorder con-
tent between these two vectors. For normal measurements (as tested
with the Anderson–Darling test) we applied paired t-test; otherwise
we used the Wilcoxon test. The enrichment (increase in the disorder
content) is assumed significant if p-value b 0.05 and the difference
between the averaged (over 10 repetitions) disorder content in the
annotated and randomly selected sets of chains is greater than 0.1.

Total of 188 biological processes, 75 molecular functions, and 83
cellular components were considered, out of which 40 (21%), 16
(21%), and 22 (27%), respectively, were found to be enriched in
disorder. These significantly enriched annotations are shown in Fig. 8.
We found numerous annotations that point to the substantial role of
disorder in various RNA- and DNA-related functions and numerous
key cell processes including mitosis, differentiation, morphogenesis,
arrest, etc. Several annotations point to the strong enrichment of dis-
order in the nucleosome, which agrees with [38], transcription factor
complex, centrosome, nucleus, and several other cellular compart-
ments. Some of the terms thatwe found to be enriched have been iden-
tified in the previous (more limited) studies including transcription
factor complex, nucleolus, nucleus and actin cytoskeleton from the CC
category [4]; DNAbinding, nucleic acid binding, kinase and RNAbinding
in the MF category [4,42]; and transcription from RNA pol promoter,
regulation of transcription from RNA pol promoter, transcription
(DNAdependent), positive regulation of transcription (DNAdependent),
rRNA processing, cell cycle and DNA replication from the BP category
[4,42]. These correlated findings provide validation of our results.
Overall, only 8 out of 40 processes, 4 out of 16 functions, and 4 out of
22 cellular components that we found to be enriched were also listed
in the other two studies. The numerous other annotations provide



Fig. 7. Disorder content values in the context of protein counts (Panel A) and chain length (Panel B). Each horizontal line corresponds to one proteome; these proteomes are
grouped together by their kingdoms/phyla and are sorted within each kingdom by their average content. Panel A shows distributions of the number (fraction) of proteins for a
given value of the disorder content. The disorder content values, which range between 0 (structured protein) and 1 (fully disordered protein), are given on the horizontal axis.
The fractions of chains for a given small range of values of content are denoted by colors, where white denotes 0% of chains and dark red denotes 10% or more of chains in a
given proteome; see the color scale at the bottom of the panel. Panel B shows distributions of the disorder content values for a given protein chain size. The chain sizes, which
range between 0 and 3000 amino acids, are given on the horizontal axis. The disorder content values (calculated as an average over chains in a given small interval of chain
sizes) are denoted by colors, where white is for fully structured chains (0% of disorder content) and dark red for fully disordered chains (100% of disorder content); see the
color scale at the bottom of the panel. White cells also denote that a given chain size interval has b10 chains, which means that the average content could not be reliably calculated.
The right-most column provides the disorder content values for proteins with over 3000 amino acids.
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new insights into functional roles and cellular localization of disorder
in Homo sapiens.
4. Conclusions

We developed an accurate and fast predictor of disorder content
called RAPID. Our custom-designed solution utilizes multiple comple-
mentary information sources that are combined based on empirical
feature selection and an efficient SVR model. Empirical tests reveal
that RAPID provides competitive predictive quality when compared
to a comprehensive set of state-of-the-art disorder predictors while it
is also very fast to compute, i.e., it predicts an average-sized eukaryotic
proteome in b1 h on a modern desktop computer. RAPID is available
at http://biomine.ece.ualberta.ca/RAPID/ as a web server for batch pre-
dictions of up to 75,000 chains (an entire proteome). This URL includes
the Supplement and the TRAINING, TEST, and the human proteome
datasets with the disorder content annotations.

RAPID was used to perform large-scale characterization of disorder in
200+ eukaryotic proteomes. We show several interesting observations
concerning relations between disorder and structural coverage. Structural
coverage is lower for proteomeswith larger average disorder content, but
this (expected) trend isweaker for animalswhere coverage reaches ~70%
in spite of the fact that their disorder content is fairly high. We show that
structural coverage is substantially lower for proteins with large amounts
of disorder; however, even some fully disordered proteins have solved
structures, particularly in animal organisms.

We also characterized eukaryotic proteins with large amounts of
disorder. We found that virtually all eukaryotic species have proteins
with significant amounts of disorder. Several eukaryotes have over 1/3
of their chains with the substantial (>25%) amounts of disorder. More-
over, animals have larger numbers of fully disordered chains relative to

http://biomine.ece.ualberta.ca/RAPID/


difference in disorder content

Fig. 8. GO annotations (y-axis) of biological processes (black bars), molecular function (gray bars), and cellular components (hollow bars) that are significantly enriched in disorder,
p-value b 0.05, in Homo sapiens. The x-axis shows the amount of enrichment in disorder content compared to the chain size-matched content in the human proteome.
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other phyla. We show that 45% of the considered species, again with a
large fraction of animal species, have 50+ fully disordered chains.
Moreover, we demonstrate that large disorder content is primarily
found in relatively short (100 or fewer AAs) protein chains, however
many of the animal and fungal species also have very large proteins
(1000 or more AAs) that are heavily disordered.

Finally, we performed a comprehensive investigation of functional
roles of disorder in the human proteome, which doubles the coverage
offered by prior studies. We found that 22.5% of the considered GO
annotations are enriched in disorder. The disorder is implicated in
many of key cellular functions, particularly related to the RNA and
DNA interactions, and is preferentially localized in several cellular
compartments, with nucleus and ribosome as prime examples.
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