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Abstract

Protein structural class describes the overall folding type of a protein or its domain. A number of methods were developed to predict protein structural class based on its primary sequence. The homology of the predicted sequences with respect to the training sequences is a key attribute for the prediction performance. In this article we investigated the FDOD method developed by Jin et al. [Jin, L., Fang, W., Tang, H., 2003. Prediction of protein structural classes by a new measure of information discrepancy. Comput. Biol. Chem. 27, 373–380], which gave high prediction accuracy on a low homology dataset, and we empirically confirmed that the reported results were an artifact of improper implementation.
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Dataset homology is a key characteristic in predicting protein structure classes; the accuracy of a classifier is usually poor on low-homology datasets. The one apparent exception is the FDOD measure developed by Jin et al. (2003), with a jackknife accuracy of 75.02% on a low-homology dataset. However, our attempts to duplicate this research have failed and we have determined that the high prediction accuracy is an artifact of improper implementation. We present analytical and empirical evidence to support this contention.

1. Investigation and experimental analysis of the FDOD measure

After careful analysis of the author’s code, we found two subtle methodological errors:

Error 1—Inconsistent application of FDOD measure. While calculating FDOD measure, the probability of the query sequence \( p_{ik}^l \) is added to the pre-calculated average distribution. Hence, the Eq. (7) in Jin et al. (2003) was modified to

\[
B_k(U_{S_1}^l, U_{S_2}^l, \ldots, U_{S_s}^l) = \sum_{i=1}^{m(l)} p_{ik}^l \frac{\log p_{ik}^l}{\sum_{j=1}^{s} p_{ij}^l + p_{ik}^l/(s+1)}
\]

For the jackknife test, Eq. (1) was used for all structural classes except the class to which the query sequence belongs. In the latter case, the original Eq. (7) in Jin et al. (2003) was used. Since the FDOD algorithm predicts the structural class with the minimum \( B_k \) (Eq. (9) in Jin et al., 2003), using Eq. (7) in Jin et al. (2003) for the predicted class gives an unfair advantage (lower value) over other classes for which Eq. (1) is used.

Error 2—Pre-calculating the average distribution. The average distribution that is used in the denominator of the Eq. (7) in Jin et al. (2003) is pre-calculated using the entire dataset. Although this is correct for the resubstitution test, the query sequence should be withheld from this pre-computation for the jackknife test. Both errors undermine the jackknife test by making it a form of in-sample, rather than out-of-sample prediction, and causing an increase in the accuracy.

We have empirically confirmed the existence and effect of the above errors. We compare the author’s original code, our implementation of FDOD, and our implementation with precisely those errors injected into our code; no other changes are made. We considered two datasets from Jin et al. (2003): the low-homology dataset (hereafter referred to as T30-1401), which was available to us, and a high-homology dataset (hereafter referred as 359), for which we reconstructed 332 out of the original 359 sequences; the remaining sequences became obsolete or have been updated. In addition, we considered another
and our implementation the T30-1401 and 359 datasets, the author’s implementation achieved identical results when compared with the other two datasets. This is most likely due to lower homology of the 25PDB dataset. Finally, we observe that results obtained by the correct implementation of FDOD are more consistent than those of the faulty code.

### 2. Conclusions

We have examined the claims of high structural class prediction accuracy on a low-homology dataset reported in Jin et al. (2003). Code analysis of the authors’ original implementation, followed by empirical testing, confirms that these claims are the result of methodological errors. Additional empirical testing on a separate low-homology dataset did not result in acceptable performance.
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