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A B S T R A C T

A large portion of the Intrinsically Disordered Regions (IDRs) in protein sequences interact with proteins, nucleic 
acids, and other types of ligands. Correspondingly, dozens of sequence-based predictors of binding IDRs were 
developed. A recently completed second community-based Critical Assessments of protein Intrinsic Disorder 
prediction (CAID2) evaluated 32 predictors of binding IDRs. However, CAID2 considered a rather narrow sce-
nario by testing on 78 proteins with binding IDRs and not differentiating between different ligands, in spite that 
virtually all predictors target IDRs that interact with specific types of ligands. In that scenario, several intrinsic 
disorder predictors predict binding IDRs with accuracy equivalent to the best predictors of binding IDRs since 
large majority of IDRs in the 78 test proteins are binding. We substantially extended the CAID2’s evaluation by 
using the entire CAID2 dataset of 348 proteins and considering several arguably more practical scenarios. We 
assessed whether predictors accurately differentiate binding IDRs from other types of IDRs and how they perform 
when predicting IDRs that interact with different ligand types. We found that intrinsic disorder predictors cannot 
accurately identify binding IDRs among other disordered regions, majority of the predictors of binding IDRs are 
ligand type agnostic (i.e., they cross predict binding in IDRs that interact with ligands that they do not cover), 
and only a handful of predictors of binding IDRs perform relatively well and generate reasonably low amounts of 
cross predictions. We also suggest a number of future research directions that would move this active field of 
research forward.

1. Introduction

Intrinsically disordered regions (IDRs) are segments in protein chains 
that lack a stable tertiary structure under physiological conditions and 
which typically form dynamic ensembles of conformations [1–3]. Pro-
teins with IDRs facilitate a broad range of cellular functions [4–9], are 
particularly abundant in eukaryotic proteins [10–13], and localize 
across several subcellular compartments [14]. Many IDRs interact with 
partner molecules, which include proteins, nucleic acids, lipids, and a 
variety of small molecules [15–26]. The underlying conformational 
plasticity of binding IDRs differentiates them from the structured 
binding regions/sites, in particular allowing a single IDR to interact with 
multiple different partner molecules [27–30]. The binding IDRs are 
available in several databases that include DisProt [31], IDEAL [32], and 
MobiDB [33]. However, only a relatively small portion of binding IDRs 
has been characterized experimentally, prompting the development of 
computational predictors. Dozens of methods that predict binding IDRs 

in protein sequences were developed and published [34–42]. Majority of 
these tools focus on predicting molecular recognition features (MoRFs) 
[37,40], which are short IDRs (10–70 consecutive residues) that typi-
cally undergo disorder-to-structure transitions upon binding protein 
partners, i.e., they “morph” from disorder to order [43–45]. MoRF re-
gions can remain partly or even fully disordered in the bound state [46, 
47], leading to the disorder-to-disorder transitions upon binding [48]. 
Moreover, the corresponding fuzzy complexes/assemblies extend to 
other types of binding IDRs, beyond MoRFs [49]. The first predictor of 
binding IDRs that was published in 2015, α-MoRFpred, targeted pre-
diction of MoRFs that fold into structures that primarily consist of 
alpha-helices [50]. Moreover, over two dozen predictors that target 
other types of binding IDRs were published in recent years [40]. They 
include predictors of the protein-binding IDRs [51–53], lipid binding 
IDRs [54–56], and tools capable of predicting IDRs that interact with 
multiple types of ligands, such as proteins and nucleic acids [57–62].

Availability of the large number of predictors of binding IDRs 
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motivated inclusion of the corresponding evaluation in the large 
community-driven Critical Assessments of protein Intrinsic Disorder 
prediction (CAID) experiments: CAID1 in 2021 [63] and CAID2 in 2023 
[64]. CAID experiments were conducted by independent evaluators 
(who exclude authors of the evaluated predictors) using large and blind 
test datasets (authors of predictors do not have access to the test data 
before the experiment), community accepted metrics, and predictors 
that were provided to the evaluators before the experiments started. 
Consequently, these evaluations are arguably more objective when 
compared to smaller-scale evaluations that are done when individual 
methods are published. The inaugural CAID1 evaluated 11 predictors of 
binding IDRs, while that number had grown to 32 in CAID2. The CAID2 
experiment evaluated these methods on 78 disordered proteins that 
have binding IDRs, showing that several predictors, such as MoRFchibi 
[65], ENSHROUD, DeepDRPBind, and DeepDISObind [61], performed 
relatively well, achieving Area Under the ROC Curve (AUC) > 0.73 [64]. 
However, the evaluation of the binding IDR predictions in CAID2 suffers 
two key limitations. First, it focused on a relatively narrow scenario by 
evaluating predictors on the 78 proteins that are already known to have 
binding IDRs and where nearly 85 % of IDRs are binding. This poten-
tially allows generic disorder predictors to correctly identify binding 
IDRs in these proteins and does not assess ability of predictors to 
discriminate between binding IDRs and other types of IDRs, e.g. entropic 
chains and post-translational modification display sites [31]. Second, 
CAID2 evaluated on binding IDRs without differentiating which ligand 
(s) they interact with, while predictors of binding IDRs typically target 
specific ligands types, such as proteins vs nucleic acids. This is prob-
lematic since different methods are penalized at different degrees, 
depending on the ligand type(s) they target, for not predicting in-
teractions with the ligands they were not designed to predict, e.g., 
performance of predictors of nucleic acid binding IDRs was lowered 
when they (correctly) did not predict protein-binding IDRs that were 
included among the binding IDRs. Moreover, that analysis did not allow 
for quantifying and analyzing cross-predictions, which is when methods 
that target interactions with a specific ligand type also (cross-)predict 
interactions with other types of ligands. This is an important issue since 
literature shows that some predictors of protein-protein interactions 
cross predict protein-nucleic acids interactions and vice versa [66–68].

Motivated by the availability of the quality benchmark data and 
predictions from the CAID2 experiment, we evaluated predictions of 
binding IDRs by considering arguably more practical scenarios. First, we 
used the entire test dataset from CAID2, which covers the 78 proteins 
with binding IDRs and 270 other disordered proteins, to evaluate ability 
of 32 predictors of binding IDRs and a selection of 8 best disorder pre-
dictors to distinguish binding IDRs from other types of IDRs. Second, we 
assessed predictions separately for IDRs that interact with specific types 
of ligands and correspondingly divided the predictors by the ligands 
they target. This facilitated a more appropriate analysis where scope of 
the predictors was correctly matched with the type of the binding IDRs 
used for the evaluation and where we were able to quantify and compare 
the cross-predictions. Compared to the past studies of the cross pre-
dictions that focused on the predictions in structured (ordered) regions 
and for protein and nucleic acids interactions [66–68], we investigate 
predictions in IDRs and consider interactions with proteins, nucleic 
acids, and other (non-protein and non-nucleic acid) ligands. Our anal-
ysis offers a number of practical observations that summarize 
state-of-the-art in this active research area and which ultimately moti-
vate the need for further efforts towards the development of more ac-
curate predictors of binding IDRs.

2. Materials and methods

2.1. Selection of evaluated predictors

We evaluated all 32 binding IDR predictors and a selection of best 
disorder predictors that participated in CAID2 [64]. We divided the 

binding IDR predictors into four categories based on the ligands that 
they target: 

1. 11 predictors of the protein binding IDRs: ENSHROUD-protein, 
MoRFchibi-web [65], DeepDRPBind-protein [69], MoRFchibi-light 
[65], DeepDISOBind-protein [61], OPAL [70,71], DRPBind-protein 
[69], DisoRDPbind-prot [59,60], ANCHOR2 [52], 
ProBiPred-protein, and DISOPRED3-bind [72].

2. 14 predictors of the nucleic acid binding IDRs: ENSHROUD-nucleic, 
DeepDISOBind-nucleic [61], DeepDRPBind-RNA [69], 
DeepDRPBind-DNA [69], DeepDRPBind_nuc [69], DRPBind_nuc 
[69], DRPBind-DNA [69], DRPBind-RNA [69], ProBiPred-nucleic, 
bindEmbed21IDR-idrNuc [73], bindEmbed21IDR-rawNuc [73], 
DisoRDPbind-rna [59,74], DisoRDPbind-dna [59,60], and 
DisoRDPbind-nuc [59,60].

3. 3 predictors of protein binding and nucleic acid binding IDRs: 
ENSHROUD-all, DeepDISOBind-all [61], and CLIP [57].

4. 4 predictors that cover a broad spectrum of ligands that include 2 
that target prediction of ligand type agnostic (all) binding IDRs 
(DisoBindPred and AlphaFold-binding [42]) and 2 that cover pre-
dictions of IDRs that interact with nucleic acids, metal ions and small 
molecules (bindEmbed21IDR-idrGeneral [73] and 
bindEmbed21IDR-rawGeneral [73]).

We selected eight most accurate disorder predictors based on the 
CAID2 results: flDPnn2 [75], Dispredict3 [76], flDPlr2 [75], DisoPred, 
SPOT-Disorder2 [77], AlphaFold-rsa [78], SETH-0 [79], and 
PredIDR-long [80]. We identified them by combining the lists of the top 
three predictors selected based on two complementary metrics, AUC, 
and AUPRC (Area Under the Prediction-Recall Curve), that were pro-
duced using two test datasets, Disorder-NOX and Disorder-PDB (Figure 2 
in Ref. [64]). Moreover, we also introduced a random baseline, which 
generates random number in the 0 and 1 range for each residue in the 
test set, which we used as a point of reference.

2.2. Test dataset

We used the full CAID2 test set that is available at https://caid.idpce 
ntral.org/challenge, which we accessed on 27th of April 2023. This 
dataset covers 348 disordered proteins that include the 78 proteins with 
binding IDRs. It contains 287,020 residues, of which 37,101 are in IDRs 
and 8209 are in binding IDRs. We employed a two-step approach to 
annotate the ligand types for the binding IDRs, which we need to eval-
uate predictors on the ligand type specific binding IDRs. We considered 
three types of ligands: proteins, nucleic acids, and other ligands, moti-
vated by the breakdown of the ligand types that are targeted by the 32 
evaluated predictors of binding IDRs. First, we gathered Intrinsically 
Disordered Proteins Ontology (IDPO) annotations [81] from the DisProt 
database [31] for the binding IDRs in the CAID2 dataset; the corre-
sponding proteins were matched to DisProt records based on identifiers 
available in the CAID2 dataset. We were able to identify protein binding 
IDRs based on annotations labeled as ’protein binding’, ’SH3 domain 
binding’, and ’calmodulin binding’. Similarly, we identified nucleic 
acids binding IDRs based on the ’mRNA binding’, ’DNA binding’ and 
’RNA binding’ terms. Finally, we categorized the binding IDRs that had 
’ion binding,’ ’phosphatidylinositol binding’, ’metal ion binding’, ’small 
molecule binding’ and ’lipid binding’ annotations as interacting with 
other ligands. In the second step, we used the InterProScan [82] to scan 
the protein sequences for functional annotations based on Gene 
Ontology (GO) terms [83]. We categorized these annotations into the 
protein binding, nucleic acid binding, and other binding classes. We 
combined them with the annotations that we collected in the first step. 
As a result, we identified 3841 protein binding residues, 455 nucleic acid 
binding residues, and 1580 residues interacting with the other partners. 
Altogether, we were able to annotate the ligand type for 72 % of residues 
in the binding IDRs. We also identified a subset of disordered residues 
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that are functionally annotated and where these annotations suggest 
that they are not associated with binding. We used these functionally 
verified non-binding residues when evaluating the ability of predictors 
to differentiate between binding IDRs and other types of IDRs 
(non-binding IDRs). Like for the annotations of ligand types, we com-
bined IDPO annotations that we collected from DisProt (e.g., ‘flexible 
linker’) and the GO terms that we obtained using InterProScan. This 
approach allowed us to annotate 10,775 functionally verified 
non-binding residues. Table 1 summarizes the corresponding CAID2 test 
dataset that we enriched with the ligand types and the non-binding 
annotations.

2.3. Evaluation

The selected 40 methods predict numeric propensities for binding (or 
disorder propensities for the 8 disorder predictors) for each amino acid 
in a given protein sequence. We evaluated the quality of the predicted 
propensities using the two metrics that were utilized in recent 
comparative assessments [37,63,64,84–88]: the Area Under the ROC 
Curve (AUC) and the Area Under the Precision-Recall Curve (AUPRC). 
The propensities were used to produce binary state predictions (binding 
vs. non-binding) by using a threshold, i.e., residues with propensities 
> threshold are assumed to bind while the remaining residues are 
assumed not to bind. We relied on the commonly used Matthews Cor-
relation Coefficient (MCC) metric [63,84–88] to assess the accuracy of 
these binary state predictions. We calibrated the binary predictions 
between methods by using thresholds that generated the number of the 
predicted disordered binding residues (disordered residues for the 8 
disorder predictors) that is equal to the number of the native disordered 
binding residues. This ensures that MCC scores can be directly compared 
across predictors. Moreover, since AUPRC and MCC scores are sensitive 
to the rate of disordered binding residues (positives), we performed 
sampling that equalizes this rate across different evaluations that use 
different collections of proteins and residues (i.e., which evaluate 
different scenarios). Specifically, we retained all residues in the binding 
IDRs and randomly selected an equal number of non-binding residues. 
This allowed us to directly compare results across the considered 
scenarios.

We also conducted tests of statistical significance of differences be-
tween results of predictors. These tests evaluate whether these differ-
ences are robust across different datasets. To do that, we randomly 
selected 50 % of the binding residues along with an equal number of the 
non-binding residues, repeated this sampling 10 times, and compared 
results across these 10 experiments. We used the Kolmogorov-Smirnov 
test to check whether the results followed a normal distribution (p- 
value < 0.05). For the normally distributed values, we used the paired t- 
test to evaluate significance; otherwise, we employed the Wilcoxon test. 
Moreover, we performed the Benjamini-Hochberg procedure that re-
duces probability of false positives by adjusting the significance level for 
multiple comparisons.

3. Results

3.1. Evaluation of predictions of binding IDRs on the entire CAID2 dataset

When compared to the evaluation scenario considered in CAID2, we 
used a larger dataset of 348 proteins (vs 78 proteins with binding IDRs in 

CAID2), provided results for all 32 predictors of binding IDRs (CAID2 
article reports results for the 10 best predictors), 8 best disorder pre-
dictors (CAID2 does not test disorder predictors on binding IDRs), and a 
random baseline (CAID2 does not include a baseline). Table 2 shows 
results when performing sampling (balanced dataset with equal number 
of binding IDR residues and non-binding residues), which facilitates 
direct comparison with results for the other considered scenarios, while 
Supplementary Table S1 shows results without sampling, as it was done 
in CAID2. The coverage column shows the fraction of residues for which 
a given predictor produced results. Two methods, SPOT-Disorder2 and 
AlphaFold2-derived predictor, provided particularly low coverage at 
64 % and 77 % of residues, respectively. The low coverage of SPOT- 
Disorder2 is because it can be only applied to sequences with less than 
750 amino acids. The AlphaFold2 predictions were collected from 
AlphaFold Protein Structure Database [89] by searching for the Uni-
ProtKB accession number, and correspondingly proteins which were not 
found in that database were left unpredicted. The likely reason for the 
incomplete coverage for the other predictors is the fact that the CAID2 
organizers limited the runtime to a maximum of 4 h per sequence with 
an upper limit of 24 CPU cores and 47 GB of RAM. They noted that 
“some methods crashed unexpectedly or did not provide an output in a 
reasonable time” [64].

Table 2 shows that about 1/3 of the binding IDR predictors achieved 
reasonably good levels of predictive performance, with AUC > 0.70, 
AUPRC > 0.70 and MCC > 0.35. Interestingly, 9 of these 11 well- 
performing methods target prediction of IDRs that interact with pro-
teins. This can be explained by the fact that majority of the binding IDRs 
in CAID2 dataset interact with proteins, particularly when compared 
with the number of IDRs that interact with nucleic acids (Table 1). 
Correspondingly, the relatively poor performance of the virtually all 
binding IDRs predictors that target interactions with nucleic acids, some 
of which score worse than the random baseline, can be explained by the 
fact that in this scenario (as in CAID2) they were (incorrectly) expected 
to predict IDRs that bind proteins. Essentially, the low AUC and AUPRC 
values for these predictors mean that they successfully avoid predicting 
the majority of the binding IDRs that interact with proteins. We 
addressed this issue in Section 3.3 where we test binding IDR predictors 
using the matching types of binding IDRs. We found that the 
AlphaFold2-based predictor of binding IDRs fails to predict 33 % of 
residues in the test proteins and secures AUC and MCC scores that are 
significantly worse than the corresponding scores of the best binding 
IDR predictor, ENSHROUD-protein (p-value < 0.05). This is in line with 
recent works that similarly suggest that AlphaFold-based disorder pre-
dictors are outperformed by state-of-the-art predictors of disorder [85, 
90,91].

Furthermore, Table 2 shows that 6 of the 8 disorder predictors secure 
the same levels of performance as the best predictors of binding IDRs 
(AUC > 0.70, AUPRC > 0.70 and MCC > 0.35). This is consistent with 
observations based on the original CAID2’s results for binding IDRs. It 
stems from the fact that the binding IDRs constitute majority of the 
disordered residues and thus the disorder predictors can accurately 
identify them among the large majority of the non-disordered residues. 
This might lead to a misleading conclusion that disorder predictors can 
be used to accurately identify binding IDRs, while in fact this stems from 
an arguably flawed testing scenario. We addressed this issue in the 
Section 3.2 where we evaluated the ability of the considered predictors 
to predict binding IDRs among disordered regions.

Table 1 
Summary of the test dataset.

Number of 
proteins

Number of residues

Disordered protein- 
binding

Disordered nucleic acid- 
binding

Disordered other- 
binding

All disordered 
binding

Disordered non- 
binding

All disordered 
residues

All 
residues

348 3841 455 1580 8209 (2.8 %) 10,775 (3.8 %) 37,101 (12.9 %) 287,020
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Lastly, results in Supplementary Table S1, where we did not perform 
sampling, are consistent with Table 2, showing that the same collections 
of about 1/3 predictors of binding IDRs and majority of the disorder 
predictors produce accurate results. The main difference is that AUPRC 
and MCC values reported in Supplementary Table S1 are smaller, 
although they sort predictors according to their predictive performance 
similarly to the sampling-based results in Table 2. This demonstrates 
that AUPRC and MCC scores are sensitive to the rate of binding residues 
(positives) and motivated the sampling that we utilized to facilitate side- 
by-side comparisons of the results that we report across Sections 3.1, 
3.2, and 3.3.

Altogether, these results are consistent with the analysis that was 
completed in CAID2. The interesting result is that a few predictors of the 
protein binding IDRs performed well and were able to predict all test 
proteins. The two main issues are the potentially misleading observation 
that disorder predictors can accurately identify binding IDRs and the 
inconsistent evaluation of methods that target predictions of IDRs for 
specific ligand types. The predictors of the nucleic acid binding IDRs are 
particularly unfairly penalized given that only a small portion of the 
binding IDRs in this dataset interact with the nucleic acids.

3.2. Evaluation of predictions of binding IDRs in disordered regions

This analysis was motivated by the fact that the test scenario 
considered in Section 3.1 did not adequately assess the ability of 
methods to distinguish between binding IDRs and other types of disor-
dered residues. Here, we evaluated predictors on the dataset that in-
cludes all binding IDRs and verified non-binding IDRs. The latter are 
functionally annotated IDRs that exclude ligand-binding regions. 
Table 3 summarizes results when performing sampling (balanced data-
set with equal number of binding IDR residues and non-binding IDR 
residues), enabling side-by-side comparison with the other considered 
scenarios.

Table 3 reveals that predictive quality is modest, with the best pre-
dictors of binding IDRs securing AUC and AUPRC at about 0.65 and MCC 
at about 0.23. Based on the AUC and AUPRC metrics, the best- 
performing binding IDR predictor is DRPBind-protein. However, based 
on AUC its results are not significantly different from the results of three 
other methods, DeepDISOBind-all, ENSHROUD-all, and MoRFchibi-web 
(p-value ≥ 0.05). These four methods secured AUC > 0.65, AUPRC 
> 0.63 and MCC > 0.23. Compared to Table 2 that evaluates on the 
disordered and ordered residues, the top 10 binding IDR predictors in 

Table 2 
Predictive performance on the CAID2 test dataset with 348 disordered proteins using sampling that considers all binding residues and an equal number of randomly 
selected non-binding residues. The predictors of the binding IDRs and the disorder predictors are sorted in the descending order of their AUC values. Predictors that 
secure the highest AUC, AUPRC, and MCC scores are shown in bold font. Statistical significance of differences is annotated using the xy symbols after the numerical 
value, where x = {+ , -, = } denotes comparison of a given method against the best predictor of binding IDRs, and y = {+ , -, = } denotes comparison of a given method 
against the best predictor of disorder, and + , = , and – indicate that the best predictor of binding IDRs (disorder predictor) is significantly better (p-value < 0.05), not 
significantly different (p-value ≥ 0.05), and significantly worse (p-value < 0.05) than the given method. Evaluation metrics and statistical tests of significance are 
explained in Section 2.3.

Predictor type Type of ligand targeted Predictor name Coverage AUC AUPRC MCC

Predictors of binding IDRs Proteins ENSHROUD-protein 1 0.792 / + 0.744 / + 0.461 = =

Proteins, nucleic acids ENSHROUD-all 1 0.791 = + 0.736 = + 0.466 / =
Proteins, nucleic acids DeepDISOBind-all 1 0.782 + + 0.727 + + 0.443 + +

Nucleic acids ENSHROUD-nucleic 1 0.773 + + 0.718 + + 0.425 + +

Proteins DeepDISOBind-protein 1 0.771 + + 0.718 + + 0.446 + +

Proteins DRPBind-protein 1 0.769 + + 0.741 = + 0.404 + +

Proteins MoRFchibi-web 1 0.765 + + 0.737 = + 0.410 + +

All ligand types (type agnostic) AlphaFold-binding 0.77 0.765 + + 0.733 = + 0.380 + +

Proteins MoRFchibi-light 1 0.764 + + 0.733 = + 0.399 + +

Nucleic acids DeepDISOBind-nucleic 1 0.759 + + 0.689 + + 0.412 + +

Proteins DeepDRPBind-protein 0.99 0.757 + + 0.738 = + 0.408 + +

Proteins DisoRDPbind-prot 1 0.757 + + 0.725 + + 0.423 + +

Proteins ANCHOR2 1 0.734 + + 0.677 + + 0.392 + +

Nucleic acids DRPBind-DNA 1 0.730 + + 0.665 + + 0.374 + +

Nucleic acids DeepDRPBind-RNA 0.99 0.718 + + 0.659 + + 0.329 + +

Nucleic acids DeepDRPBind_nuc 0.99 0.705 + + 0.653 + + 0.312 + +

Proteins OPAL 1 0.691 + + 0.684 + + 0.291 + +

Nucleic acids DRPBind_nuc 1 0.678 + + 0.630 + + 0.314 + +

Proteins, nucleic acids CLIP 0.97 0.672 + + 0.682 + + 0.261 + +

Nucleic acids DeepDRPBind-DNA 0.99 0.642 + + 0.616 + + 0.207 + +

All ligand types (type agnostic) DisoBindPred 0.94 0.642 + + 0.623 + + 0.243 + +

Nucleic acids ProBiPred-nucleic 1 0.618 + + 0.642 + + 0.150 + +

Nucleic acids DRPBind-RNA 1 0.596 + + 0.584 + + 0.140 + +

Proteins DISOPRED3-bind 1 0.539 + + 0.531 + + 0.102 + +

Nucleic acids DisoRDPbind-dna 1 0.532 + + 0.541 + + 0.049 + +

All ligand types (type agnostic) random baseline 1 0.506 + + 0.508 + + 0.004 + +

Nucleic acids bindEmbed21IDR-idrNuc 1 0.496 + + 0.505 + + − 0.017 + +

Nucleic acids bindEmbed21IDR-rawNuc 1 0.495 + + 0.500 + + − 0.019 + +

Proteins ProBiPred-protein 1 0.481 + + 0.520 + + − 0.060 + +

Nucleic acids, metal ions, small molecules bindEmbed21IDR-idrGeneral 1 0.424 + + 0.471 + + − 0.143 + +

Nucleic acids, metal ions, small molecules bindEmbed21IDR-rawGeneral 1 0.416 + + 0.451 + + − 0.147 + +

Nucleic acids DisoRDPbind_nuc 1 0.410 + + 0.452 + + − 0.117 + +

Nucleic acids DisoRDPbind-rna 1 0.367 + + 0.429 + + − 0.208 + +

Predictors of IDRs DisoPred 0.94 0.830- / 0.806- = 0.494 ¼ /
Dispredict3 1 0.829- = 0.816- / 0.493 = =

flDPlr2 0.99 0.809 = + 0.801- + 0.443 = +

flDPnn2 1 0.797 = + 0.797-+ 0.434 = +

SPOT-Disorder2 0.64 0.773 + + 0.805- = 0.415 + +

SETH− 0 1 0.770 + + 0.714 + + 0.402 + +

AlphaFold-rsa 0.77 0.724 + + 0.674 + + 0.337 + +

PredIDR-long 1 0.709 + + 0.645 + + 0.321 + +
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Table 3 showed consistent pattern of decline across the AUC, AUPRC, 
and MCC metrics. Specifically, their AUC decreased by between 0.13 
and 0.18, while the largest declines in AUPRC and MCC reached 0.11 
and 0.21, respectively. This can be explained by the fact that identifying 
binding IDRs among other types of IDRs is much harder (Table 3) when 
compared to differentiating them from ordered residues (Table 2). 
However, the former is the main objective for the predictors of binding 
IDRs since many predictors of disorder are already very capable of 
accurately discriminating disordered residues from ordered residues 
[63,64,92,93]. Our evaluation reveals that even if the location of IDRs in 
a given protein sequence is known (which can be done using accurate 
disorder predictors), accurately identifying which IDRs bind ligands 
remains rather challenging.

We also evaluated disorder predictors in the context of predicting 
binding IDRs in the CAID2 test dataset. In other words, we evaluated 
whether their disorder predictions can be used to differentiate the 
binding IDRs (positive labels) from the functionally verified non-binding 
IDRs (negative labels). As expected, Table 3 shows that the best disorder 
predictors cannot accurately find binding IDRs among disordered re-
gions. Their AUCs are below 0.60 and MCCs are below 0.10, with the 
exception of DisoPred. To compare, 13 predictors of binding IDRs 

produce more accurate predictions, i.e., they secure AUC > 0.59 and 
MCC > 0.10. This is expected since these methods were not designed to 
distinguish between different types of disordered regions. The unusual 
results produced by DisoPred, which AUC is better than the AUCs of the 
binding IDR predictors, are difficult to explain. This predictor was not 
published and details of its design were not disclosed. One potential 
explanation why DisoPred is biased to predict binding IDRs, rather than 
predicting all IDRs equally, is that it uses predictions generated by 
DeepDISOBind as inputs. DeepDISOBind secures relatively good pre-
dictive quality for the prediction of binding IDRs (Table 3), and perhaps 
these inputs are partly transferred into the DisoPred’s output.

Moreover, Tables 2 and 3 point to a consistent observation that 
nearly all of the top 10 binding IDR predictors target protein binding 
IDRs. This stems from the high proportion of the protein binding resi-
dues among the binding IDRs in the corresponding datasets (Table 1). 
On the other hand, predictors of nucleic acid binding IDRs populate the 
bottom of the list of the most accurate predictors in Tables 2 and 3. This 
is because they are evaluated on all binding IDRs while in fact they 
should not predict a large majority of them that do not interact with 
DNA or RNA. We addressed this limitation in the next section where we 
performed evaluations separately for IDRs that interact with different 

Table 3 
Predictive performance in the functionally annotated disordered regions in the CAID2 test dataset. This dataset includes binding IDRs and functionally verified non- 
binding IDRs, where the latter were randomly sampled to obtain the same number of residues as the number of residues in the binding IDRs. The predictors of the 
binding IDRs and the disorder predictors are sorted in the descending order of their AUC values. Predictors that secure the highest AUC, AUPRC, and MCC scores are 
shown in bold font. Statistical significance of differences is annotated using the xy symbols after the numerical value, where x = {+ , -, = } denotes comparison of a 
given method against the best predictor of binding IDRs, and y = {+ , -, = } denotes comparison of a given method against the best predictor of disorder, and + , = , and 
– indicate that the best predictor of binding IDRs (disorder predictor) is significantly better (p-value < 0.05), not significantly different (p-value ≥ 0.05), and 
significantly worse (p-value < 0.05) than the given method. Evaluation metrics and statistical tests of significance are explained in Section 2.3.

Predictor type Type of ligand targeted Predictor name Coverage AUC AUPRC MCC

Predictors of binding IDRs Proteins DRPBind-protein 1 0.665/ + 0.672/ = 0.233 = =

Proteins, nucleic acids DeepDISOBind-all 1 0.660 = + 0.640 + + 0.243/ =
Proteins, nucleic acids ENSHROUD-all 1 0.659 = + 0.652 + + 0.235 = =

Proteins MoRFchibi-web 1 0.653 = + 0.632 + + 0.232 = =

Proteins DeepDISOBind-protein 1 0.652 + + 0.627 + + 0.233 + =

Proteins ENSHROUD-protein 1 0.648 + + 0.643 + + 0.196 + +

Nucleic acids ENSHROUD-nucleic 1 0.645 + + 0.613 + + 0.224 = =

Proteins MoRFchibi-light 1 0.630 + + 0.602 + + 0.204 + +

Nucleic acids DeepDISOBind-nucleic 1 0.629 + + 0.592 + + 0.179 + =

Proteins DisoRDPbind-prot 1 0.615 + + 0.621 + + 0.135 + +

Nucleic acids DRPBind-DNA 1 0.612 + + 0.601 + + 0.148 + +

Proteins ANCHOR2 1 0.595 + + 0.557 + + 0.149 + +

All ligand types (type agnostic) AlphaFold-binding 0.81 0.591 + + 0.585 + + 0.124 + +

Nucleic acids ProBiPred-nucleic 1 0.589 + + 0.589 + + 0.125 + +

Nucleic acids DeepDRPBind-RNA 0.99 0.585 + + 0.534 + + 0.135 + +

Proteins DeepDRPBind-protein 0.99 0.583 + + 0.566 + + 0.126 + +

Nucleic acids DeepDRPBind_nuc 0.99 0.582 + + 0.555 + + 0.102 + +

Nucleic acids DRPBind_nuc 1 0.566 + + 0.542 + + 0.129 + +

Nucleic acids DRPBind-RNA 1 0.543 + + 0.553 + + 0.049 + +

Nucleic acids DeepDRPBind-DNA 0.99 0.541 + + 0.530 + + 0.052 + +

Proteins ProBiPred-protein 1 0.538 + + 0.531 + + 0.050 + +

Nucleic acids bindEmbed21IDR-idrNuc 1 0.537 + + 0.523 + + 0.066 + +

Nucleic acids bindEmbed21IDR-rawNuc 1 0.537 + + 0.522 + + 0.066 + +

Nucleic acids DisoRDPbind-dna 1 0.534 + + 0.529 + + 0.054 + +

Proteins OPAL 1 0.521 + + 0.545 + + 0.044 + +

Nucleic acids, metal ions, small molecules bindEmbed21IDR-idrGeneral 1 0.521 + + 0.509 + + 0.007 + +

Nucleic acids, metal ions, small molecules bindEmbed21IDR-rawGeneral 1 0.520 + + 0.504 + + 0.007 + +

Proteins, nucleic acids CLIP 1 0.510 + + 0.528 + + − 0.016 + +

All ligand types (type agnostic) DisoBindPred 0.99 0.504 + + 0.508 + + 0.008 + +

All ligand types (type agnostic) random baseline 1 0.497 + + 0.497 + + − 0.002 + +

Nucleic acids DisoRDPbind_nuc 1 0.477 + + 0.488 + + − 0.014 + +

Proteins DISOPRED3-bind 1 0.468 + + 0.490 + + − 0.078 + +

Nucleic acids DisoRDPbind-rna 1 0.454 + + 0.489 + + − 0.079 + +

Predictors of IDRs DisoPred 0.95 0.683- / 0.689= / 0.252= /
flDPlr2 0.99 0.590 + + 0.617 + + 0.051 + +

Dispredict3 1 0.588 + + 0.626 + + 0.081 + +

SETH− 0 1 0.577 + + 0.567 + + 0.093 + +

flDPnn2 1 0.564 + + 0.593 + + 0.026 + +

SPOT-Disorder2 0.8 0.555 + + 0.539 + + 0.082 + +

AlphaFold-rsa 0.81 0.552 + + 0.514 + + 0.087 + +

PredIDR-long 1 0.525 + + 0.507 + + 0.088 + +
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types of ligands.

3.3. Evaluation of predictions of binding IDRs that interact with different 
types of ligands

We assessed the 40 predictors on three datasets that cover IDRs that 
interact with proteins, with nucleic acids, and with other types of li-
gands. Like in Section 3.2, we focus on identifying these three distinct 
types of binding IDRs from other functionally verified disordered non- 
binding residues. Table 4 reports the three AUC scores that were 
computed for the prediction of the protein binding IDRs, nucleic acid 
binding IDRs, and other ligand binding IDRs. Moreover, it divides the 
predictors by the type of ligand(s) they target to ease matching them 

with the corresponding AUC scores. Ideally, a given predictor would 
perform well for the binding IDRs that match its prediction target (e.g., 
predictors of protein binding IDRs should secure high AUCs for the 
evaluation on the protein binding IDRs) and secure low AUCs for the 
evaluations on the other types of binding IDRs (predictors of protein 
binding IDRs should not make accurate predictions for the IDRs that 
bind nucleic acids and other ligands). The high AUCs for the other types 
of the binding IDRs would mean that this predictor cross-predicts be-
tween ligands types. We used underline to identify the highest AUC that 
is statistically better (p-value < 0.05) than the other two AUCs for a 
given predictor, to facilitate the abovementioned analysis. Supplemen-
tary Table S2 provides the AUPRC, MCC, and coverage values.

We found that the following four predictors of protein binding IDRs 

Table 4 
Predictive performance measured with AUC for the prediction of protein, nucleic acid, and other ligand binding IDRs in the functionally annotated IDRs in the CAID2 
test dataset. We tested on three datasets: 1) protein binding IDRs and functionally verified non-binding IDRs; 2) nucleic acid binding IDRs and functionally verified non- 
binding IDRs; and 3) other-binding IDRs and functionally verified non-binding IDRs; where the verified non-binding IDRs were randomly sampled to obtain the same 
number of residues as the number of residues in the corresponding binding IDRs. The predictors are sorted in the descending order of their AUC values for each group of 
methods and matching ligand type. Underline identifies the highest AUC that is statistically better (p-value < 0.05) than the other two AUCs for a given predictor. 
Statistical significance of differences is annotated using the {+ , -, = } symbols after the numerical AUC value, where we compare against the result/method shown in 
bold (best predictor for the matching ligand type); + , = , and – indicate that this best method is significantly better (p-value < 0.05), not significantly different (p-value 
≥ 0.05), and significantly worse (p-value < 0.05) than the given method. Evaluation metrics and statistical tests of significance are explained in Section 2.3.

Type of predictor Predictor name AUC for predictions of different types of 
binding IDRs

Statistical significance of differences in AUCs obtained for 
different ligand types for a given predictor

protein 
binding

nucleic acid- 
binding

other ligands 
binding

p-value for 
protein vs nucleic 
acid

p-value for 
protein vs other 
ligands

p-value for nucleic 
acid vs other 
ligands

Protein binding IDRs DRPBind-protein 0.694 0.542 + 0.658 - 0.00 0.00 0.00
ENSHROUD-protein 0.671 + 0.543 + 0.639 - 0.00 0.00 0.00
DisoRDPbind-prot 0.665 + 0.439 + 0.615 - 0.00 0.00 0.00
MoRFchibi-web 0.662 + 0.594 + 0.584 = 0.00 0.00 0.30
DeepDISOBind-protein 0.646 + 0.501 + 0.704 - 0.00 0.00 0.00
MoRFchibi-light 0.637 + 0.596 + 0.551 = 0.01 0.00 0.01
ANCHOR2 0.620 + 0.454 + 0.601 - 0.00 0.77 0.00
DeepDRPBind-protein 0.539 + 0.462 + 0.593 - 0.00 0.00 0.00
OPAL 0.526 + 0.477 + 0.427 + 0.01 0.00 0.01
ProBiPred-protein 0.520 + 0.561 + 0.503 + 0.01 0.33 0.00
DISOPRED3-bind 0.482 + 0.462 + 0.466 + 0.02 0.02 0.71

Nucleic acid binding IDRs DRPBind-RNA 0.616 + 0.791 0.524 = 0.00 0.00 0.00
DRPBind_nuc 0.609 + 0.705 + 0.519 + 0.00 0.00 0.00
DeepDISOBind-nucleic 0.636 + 0.685 + 0.579 = 0.00 0.00 0.00
ENSHROUD-nucleic 0.642 + 0.656 + 0.667 - 0.19 0.07 0.30
DeepDRPBind-DNA 0.556 + 0.653 + 0.487 + 0.00 0.00 0.00
DeepDRPBind_nuc 0.610 + 0.628 + 0.485 + 0.06 0.00 0.00
bindEmbed21IDR- 
idrNuc

0.537 + 0.617 + 0.483 + 0.00 0.00 0.00

bindEmbed21IDR- 
rawNuc

0.537 + 0.617 + 0.484 + 0.00 0.00 0.00

DRPBind-DNA 0.631 + 0.615 + 0.523 + 0.28 0.00 0.00
ProBiPred-nucleic 0.580 + 0.603 + 0.564 = 0.15 0.29 0.00
DisoRDPbind-rna 0.540 + 0.572 + 0.294 + 0.00 0.00 0.00
DeepDRPBind-RNA 0.625 + 0.560 + 0.458 + 0.00 0.00 0.00
DisoRDPbind_nuc 0.537 + 0.557 + 0.384 + 0.26 0.00 0.00
DisoRDPbind-dna 0.523 + 0.552 + 0.573 = 0.15 0.05 0.03

Protein and nucleic acid binding 
IDRs

ENSHROUD-all 0.688 = 0.572 + 0.641 - 0.00 0.00 0.00
DeepDISOBind-all 0.652 + 0.556 + 0.717 - 0.00 0.00 0.00
CLIP 0.552 + 0.589 + 0.369 + 0.00 0.00 0.00

Nucleic acid and other ligands 
(metal ions and small molecules) 
binding IDRs

bindEmbed21IDR- 
rawGeneral

0.507 + 0.476 + 0.520 + 0.03 0.24 0.01

bindEmbed21IDR- 
idrGeneral

0.508 + 0.475 + 0.518 + 0.02 0.20 0.01

All ligand types (type agnostic) 
binding IDRs

AlphaFold-binding 0.583 + 0.470 + 0.563 0.00 0.15 0.00
DisoBindPred 0.473 + 0.418 + 0.530 + 0.00 0.00 0.00

IDRs DisoPred 0.695 = 0.526 + 0.725 - 0.00 0.01 0.00
flDPlr2 0.605 + 0.519 + 0.597 - 0.00 0.47 0.00
flDPnn2 0.593 + 0.511 + 0.565 = 0.00 0.05 0.00
Dispredict3 0.581 + 0.507 + 0.614 - 0.00 0.00 0.00
AlphaFold-rsa 0.581 + 0.394 + 0.538 + 0.04 0.04 0.00
SETH− 0 0.579 + 0.449 + 0.612 - 0.00 0.05 0.00
SPOT-Disorder2 0.544 + 0.362 + 0.621 - 0.00 0.00 0.00
PredIDR-long 0.514 + 0.538 + 0.558 = 0.01 0.00 0.02

Random baseline 0.492 + 0.500 + 0.517 + 0.62 0.62 0.77
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provide reasonably accurate predictions of the protein binding IDRs: 
DRPBind-protein, ENSHROUD-protein, DisoRDPbind-prot, and 
MoRFchibi-web. These methods secured AUCs > 0.65 for the protein 
binding IDRs, which are statistically higher than their AUCs for the other 
two ligand types (p-value < 0.05; denoted with underline in Table 4). 
The most accurate DRPBind-protein method obtained AUC of 0.69 for 
the protein binding IDRs but also predicted many of the IDRs that 
interact with the other ligands (non-proteins and non-nucleic acids), 
given the corresponding AUC of 0.66. We also identified four relatively 
accurate predictors of the nucleic acid binding IDRs: DRPBind-RNA, 
DRPBind_nuc, DeepDISOBind-nucleic, and DeepDRPBind-DNA. These 
four tools similarly obtained AUCs > 0.65 for the nucleic acid binding 
IDRs with these AUCs being significantly better than their other two 
AUCs (p-value < 0.05; denoted with underline in Table 4). The 
ENSHROUD-all method, which predicts both protein and nucleic acids 
binding IDRs, performed well on the protein binding IDRs (AUC of 0.69) 
but struggled with the nucleic acid binding IDRs (AUC of 0.57). The 
results for the predictors of the other ligand binding IDRs and ligand 
type agnostic predictors are characterized by low levels of accuracy. 
These four methods secured AUCs < 0.6 across all test sets, including for 
their target ligands. Moreover, the only methods that secured AUCs 
> 0.65 for the other binding IDRs are DRPBind-protein, DeepDISOBind- 
protein, ENSHROUD-nucleic, and DeepDISOBind-all. The latter four 
methods target prediction of protein and/or nucleic acid binding IDRs, 
and so these results suggest that they cross predict between ligand types. 
Finally, we observed that the disorder predictors, with the exception of 
DisoPred, are not capable of accurately predicting binding IDRs across 
the three ligand types. This is expected since they were not designed for 
this purpose. Compared to Table 3, Table 4 provides further details for 
the unusual DisoPred’s results, revealing that it is biased to predict 
protein and other ligand binding IDRs and it did not predict nucleic acid 
binding IDRs.

The results in Table 3 where we evaluated predictions in the ligand 
type agnostic manner (i.e., using all binding IDRs) suggests that the best- 
performing binding IDR predictors are DRPBind-protein, Deep-
DISOBind-all, ENSHROUD-all, and MoRFchibi-web. Using Table 4, we 
found that DRPBind-protein and MoRFchibi-web in fact performed well 
for their target ligand type (proteins). However, DeepDISOBind-all and 
ENSHROUD-all predicted nucleic acids binding IDRs poorly (AUCs <
0.58) and incorrectly predicted other ligand binding IDRs (AUC of 0.72 
and 0.64, respectively). Results in Table 4 also revealed several accurate 
predictors of the nucleic acid binding IDRs (DRPBind-RNA, DRPBind_-
nuc, DeepDISOBind-nucleic, and DeepDRPBind-DNA), which could not 
be identified using Table 3 due to the bias of the corresponding dataset 
towards the protein binding IDRs. This demonstrates the value of eval-
uation in Table 4 that properly matches the scope of the predictors with 
the underlying test data.

Altogether, our analysis suggests that protein and nucleic acid 
binding IDRs can be predicted modestly accurately by several current 
methods. However, none of the evaluated methods provided highly 
accurate predictions (AUCs are below 0.8). We also noted potential 
problems with cross predictions, where methods that target a particular 
ligand type predict IDRs that interact with other ligand types. We 
explore this further in Section 3.4.

3.4. Evaluation of cross predictions of ligand types for the prediction of 
binding IDRs

Since virtually all predictors of binding IDRs target interactions with 
specific ligand types (see Section 2.1), we evaluated whether their 
predictions are in fact ligand type-specific or whether they also predict 
interactions with the other ligand types as well. In other words, we 
investigated whether predictors are ligand type specific or agnostic to 
the ligand type. To this end, we calculated normalized cross prediction 
rate, which is defined as the cross-prediction rate (fraction of predicted 
binding residues for the “wrong” ligand types, i.e., ligand types that are 

not covered by a given predictor) that we normalized by dividing it by 
the sensitivity (fraction of predicted residues for the correct ligand type). 
For instance, to evaluate predictors of protein binding IDRs, we calcu-
lated fraction of binding residues that they predict among IDRs that 
interact with nucleic acids and other (non-protein and non-nucleic acid) 
ligands, and we divided it by the fraction of binding residues they pre-
dict among protein binding IDRs. Lower normalized cross prediction 
rate (i.e., ratio of the two fractions) implies lower levels of cross pre-
dictions, i.e., high predictive performance, with rate of 1 corresponding 
to a ligand-agnostic (random) predictor. We also calibrated the overall 
prediction rate across predictors by using the threshold that produces 
the number of predicted binding residues equal to the actual (native) 
number of binding residues. This way we were able to directly compare 
the normalized cross prediction rates between methods. We summarized 
these results in Fig. 1.

Table 4 suggests that four predictors of protein binding IDRs pro-
vided reasonably accurate predictions of the protein binding IDRs: 
DRPBind-protein, ENSHROUD-protein, DisoRDPbind-prot, and 
MoRFchibi-web. However, Fig. 1 reveals that the normalized cross 
prediction rates for two of them, DRPBind-protein and ENSHROUD- 
protein, are high and equal 0.85 and 0.88, respectively. This problem 
is also apparent in Table 4 where these two methods secured relatively 
high AUC ≥ 0.64 for the other ligand binding IDRs. To compare, the 
normalized cross prediction rates for the other two methods, 
DisoRDPbind-prot and MoRFchibi-web, are at 0.80 (Fig. 1). Corre-
spondingly, their AUCs for the nucleic acid binding IDRs and the other 
ligand binding IDRs are below 0.62 (Table 4). In total, five predictors of 
protein binding IDRs secured the normalized cross prediction rates at 
about 0.80 (Fig. 1), which suggests that they provided relatively more 
ligand specific predictions than the other six predictors of protein 
binding IDRs. The four accurate predictors of the nucleic acid binding 
IDRs based on Table 4, DRPBind-RNA, DRPBind_nuc, DeepDRPBind- 
DNA, and DeepDISOBind-nucleic obtained the normalized cross pre-
diction rates at 0.65, 0.78, 0.80, and 0.88, respectively (Fig. 1). The high 
cross prediction rate for DeepDISOBind-nucleic stem from the high AUC 
of 0.64 for the prediction of the protein binding IDRs (Table 4). In total, 
five predictors of nucleic acid binding IDRs produced normalized cross 
prediction rates < 0.80. By far the lowest normalized cross prediction 
rate of 0.44 was obtained by CLIP, which predicted 2.3 binding residues 
for the correct ligand types (proteins and nucleic acids) per 1 binding 
residue for the wrong ligand type (non-proteins and non-nucleic acids). 
However, this predictor secured low predictive performance for the 
protein and nucleic acid binding IDRs that it targets (AUCs of 0.55 and 
0.59; Table 4). Lastly, Fig. 1 demonstrates that majority of the predictors 
obtained high normalized cross prediction rates at over 0.85 (18 
methods out of 30) and some at 1 or higher (7 out of 30). These methods 
should be considered as ligand type agnostic since they predicted similar 
number of binding residues across IDRs that interact with different 
ligand types. This observation is in line with studies that investigated 
cross predictions in the structured (ordered regions) and which similarly 
showed that many methods are ligand type agnostic [66–68].

To sum up, we identified two predictors of the protein binding IDRs 
that generate relatively accurate predictions and cross prediction rates 
below 0.80, DisoRDPbind-prot and MoRFchibi-web. We also found three 
predictors of the nucleic acids binding IDRs, DRPBind-RNA, DRPBind_-
nuc, and DeepDRPBind-DNA, that share the same characteristic, with 
DRPBind-RNA producing relatively low cross prediction rate of 0.65. 
Moreover, our empirical analysis suggests that majority of the current 
predictors of binding IDRs generate ligand type agnostic results.

4. Summary and discussion

We assessed 32 predictors of binding IDRs and 8 leading disorder 
predictors on the CAID2 dataset by considering several practical sce-
narios. In particular, we evaluated these methods on the full CAID2 
dataset, when differentiating binding IDRs from non-binding IDRs, and 
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when making predictions for IDRs that interact with specific ligand type 
to properly match the scope of the considered predictors. We were also 
the first to quantify cross predictions between IDRs that bind different 
ligand types.

As expected, we found that disorder predictors cannot be used to 
accurately predict binding IDRs, with the exception of an unpublished 
DisoPred that seems to particularly focus on the prediction of the pro-
tein, metal ion, and other small ligand binding IDRs. This should be 
considered as an unintended behavior since this method participated in 
CAID2 as a predictor of generic disordered regions [64].

Our empirical analysis suggests that 13 predictors of binding IDRs 
perform rather poorly with AUCs < 0.60 for their matching type of 
binding IDRs (Table 4). Moreover, the evaluation of cross predictions 
reveals that majority of the current predictors of binding IDRs generate 
ligand type agnostic results (normalized cross prediction rates > 0.85; 
Fig. 1). On the other end of the spectrum we identified five relatively 
accurate predictors, including two predictors of the protein binding IDRs 
(DisoRDPbind-prot and MoRFchibi-web) and three predictors of the 
nucleic acids binding IDRs (DRPBind-RNA, DRPBind_nuc, and 
DeepDRPBind-DNA). These methods secured AUCs > 0.65 for the pre-
diction of IDRs with the matching ligand type (Table 4) and the 
normalized cross prediction rates ≤ 0.80 (Fig. 1). We summarized 
practical aspects of these methods in Table 5 including their availability, 
runtime, coverage, and citations. They are available to the end users as 
web servers and/or standalone code and were able to predicts all pro-
teins in CAID2. The two methods that were published several years ago 
(DisoRDPbind in 2015 and MoRFchibi in 2016), enjoy robust citations 
rate, with an annual average of about 18 citations. MoRFchibi was also 
recently highlighted in a tutorial article on the disorder prediction as 
one of the best predictors of binding IDRs [39]. Interestingly, these 
methods differ significantly in their runtime, from the very fast 

DisoRDPbind (1.2 s per protein), to modestly fast MoRFchibi (2 min and 
41 s), to a rather slow DRPBind/DeepDRPBind (17 min and 26 s; 3 or-
ders of magnitude slower than DisoRDPbind).

We also observed that 28 out of the 32 predictors of binding IDRs 
that participated in CAID2 focused on the protein and/or nucleic acids 

Fig. 1. The normalized cross prediction rates for the ligand specific predictors of binding IDRs using ligand type annotated IDRs in the CAID2 dataset. The predictors 
are sorted in the ascending order of their rates for each color-coded group of methods. The normalized cross prediction rate for predictors of protein binding IDRs 
(blue bars) was computed as the cross prediction rate among the nucleic acid and other ligand binding IDRs divided by the prediction rate among protein binding 
IDRs. The normalized cross prediction rate for predictors of nucleic acid binding IDRs (orange bars) was computed as the cross prediction rate among the protein and 
other ligand binding IDRs divided by the prediction rate among nucleic acid binding IDRs. The normalized cross prediction rate for predictors of nucleic acid and 
protein binding IDRs (green bars) was computed as the cross prediction rate among the other ligand binding IDRs divided by the prediction rate among nucleic acid 
and protein binding IDRs. The normalized cross prediction rate for predictors of nucleic acid and other binding IDRs (red bars) was computed as the cross prediction 
rate among the protein binding IDRs divided by the prediction rate among nucleic acid and other ligand binding IDRs. The overall prediction rates were calibrated 
across predictors by using the threshold that produces the number of predicted binding residues equal to the actual (native) number of binding residues. This fa-
cilitates directly comparison of the normalized cross prediction rates between predictors.

Table 5 
Key characteristics of the accurate predictors of binding IDRs including avail-
ability, runtime, coverage, and citations. Runtime was measured in CAID2 and 
was quantified in seconds for the prediction of 1000 amino acids long sequence, 
using the same hardware for all predictors [64]. The citations were collected 
from Google Scholar in October 2024; the annual citations are defined as the 
total number of citations divided by the number of years since publication.

Predictor name 
[reference]

URL (availability 
type)

Runtime Coverage 
in CAID2

Citations

Total Annual

DisoRDPbind 
[59]

http://biomine. 
cs.vcu.edu/s 
ervers/Dis 
oRDPbind/(web 
server)

1.2 s 100 % 164 18.2

MoRFchibi-web 
[65]

https://gspo 
nerlab.msl.ubc. 
ca/software/mo 
rf_chibi/(web 
server and 
standalone code)

141.2 s 100 % 146 18.2

DRPBind and 
DeepDRPBind 
[69]

https://github.co 
m/roneshsharma 
/DNA-RNA-Prot 
ein-Binding/wiki
(standalone 
code)

1046.8 s 100 % 1 1
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binding regions. In contrast, only two methods addressed predictions for 
the other ligand types, bindEmbed21IDR-rawGeneral and 
bindEmbed21IDR-idrGeneral that target interactions with metal ions 
and small molecules. Similarly, there are only three published methods 
that predict IDRs that bind lipids [54–56]. One reason for this is that the 
corresponding amount of annotated binding IDRs (ground truth) was 
relatively low at the time when these methods were developed [94], 
making it difficult to properly design and test predictors. Since the 
amount of these ground truth annotations continues to grow [31], we 
anticipate that more tools that address prediction of interactions with 
lipids and small ligands will be developed and released. This is needed, 
particularly in the light of the low predictive quality produced by the 
bindEmbed21IDR predictors. Moreover, the methods that participated 
in CAID2 and the corresponding test datasets were geared towards in-
teractions that involve induced folding. The prediction of the binding 
IDRs that are disordered in the bound state (disorder-to-disorder tran-
sition upon binding) may require more specialized test datasets and 
methods [48], such as FuzzPred [95].

Our results that suggest that many methods struggle to produce ac-
curate results motivate further efforts towards the development of better 
predictors. We believe that these efforts would benefit from taking 
advantage of well-designed deep neural networks coupled with protein 
language models, which should be optimized to accurately identify 
binding IDRs among disordered regions and which should simulta-
neously minimize the cross predictions. This suggestion stems from 
recently published analyses that demonstrate that deep network-based 
predictors outperform other types of predictive models for the disor-
der prediction [96–98]. Among the accurate predictors of binding IDRs 
in Table 5, only DeepDRPBind utilizes a deep network, but this is a 
relatively dated convolutional network, while MoRFchibi and Dis-
oRDPbind rely on simple Naïve Bayes and logistic regression models. 
The developers of new predictors should consider modern network to-
pologies and training paradigms, such as transformers [99,100] and 
contrastive learning [101,102]. They can also utilize a broad selection of 
protein language models, which include ProtTrans [103], ESM2 [104], 
ESM-MSA [105], AminoBERT [106] and IDP-BERT [107], to produce 
high quality inputs for these neural networks. One of the particularly 
challenging aspects of predictive quality are the cross-predictions be-
tween DNA and RNA binding regions, given that DNA and RNA are 
relatively similar in their physicochemical nature. However, the future 
predictors could take advantage of the fact that these binding interfaces 
have a number of unique characteristics, such as their size and abun-
dance of the π-interactions [108–111]. This information could be 
extracted from sequence-predicted 3D structures, providing a way to 
boost the ability to differentiate DNA vs RNA binding regions.

Lastly, prediction of the binding IDRs in protein chains should be 
followed by modeling structures of the corresponding complexes, given 
that these IDRs typically fold upon binding. The protein structures can 
be predicted when the native structures are missing [112,113] and 
numerous docking based that were designed for disordered pro-
teins/regions are available, such as Flex-LZerD [114], IDP-LZerD [115, 
116], CABS-Dock [117] and AlphaFold-Multimer [118]. The recent 
release of AlphaFold3 that predicts structures of protein-ligand com-
plexes is also notable [119]. However, authors of AlphaFold3 caution 
the users that their method generates “spurious structural order (halluci-
nations) in disordered regions” [119], diminishing its value in the context 
of modeling interactions for binding IDRs.
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