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T
he constantly increasing numbers of scientific docu-
ments and the extensive manual work associated with
their description and classification requires intelligent
classification capabilities for users to find required

information. The article discusses an automated method for
classification of medical articles into the structure of document
repositories, which would support currently performed exten-
sive manual work. 

Understanding the Problem
Exponential growth of the number of scientific documents
results in increased difficulty in their categorization. This
motivates our research in providing intelligent categorization
methods. MEDLINE is the National Library of Medicine’s
(NLM) database consisting of approximately 13 million article
references to biomedical journal articles dating back to 1966.
NLM employees add approximately 1,500 to 3,500 new arti-
cle references every day to this database. This includes manual
assignment of each article to the corresponding entries in the
medical subject headings (MeSH). MeSH is NLM’s controlled
vocabulary thesaurus consisting of medical terms at various
levels of specificity. The rapidly growing number of incoming
documents together with error-prone manual work may make
this task difficult. 

This article describes development of a novel system for
automated classification of MEDLINE article references. We
employ and redesign a recently developed data mining-based
classification tool, namely the associative classifier with reoc-
curring items (ACRI), to assign MeSH keywords to article ref-
erences. The method is capable of performing challenging
multilabel classification, where the goal is to assign many
classes to an object. It is designed and tested on the
OHSUMED corpus [1], which consists of a comprehensive set
of almost 350,000 article references.

Our goal is to build a multilabel classification system,
which specifically aims at applications to the MEDLINE data,
based on associative classification. Although a multiclass clas-
sification problem, where one out of many classes is assigned
to an object, has been widely studied, a relatively small
amount of research has been dedicated to investigation of mul-
tilabel classification, especially using associative classifica-
tion. We compare several different associative- classification-

based approaches capable of accomplishing this task. The
methods are extensively tested by employing five different
approaches to multilabel associative classification to choose
an optimal configuration. We also investigate several different
measures of classification quality that result in alternative
setups and different performance characteristics. 

This contribution is an extended version of our article pub-
lished in the proceeding of the ICMLA [2]. 

Related Work
NLM’s tools and databases have attracted significant attention
in recent years. The Text Analysis and Knowledge Mining for
Biomedical Documents (MedTAKIMI), which is an applica-
tion to facilitate knowledge discovery from very large text
databases such as the MEDLINE, has been developed and
described in [3]. According to the authors, the application
dynamically mines documents to obtain their characteristic
features and uses categories such as MeSH keywords for term
extraction and interactive series of drill-down queries. Another
application, called MedMeSH Summarizer, uses MeSH key-
words to annotate a set of genes obtained from DNA microar-
rays by summarizing all the terms tagged to MEDLINE article
references that are related to a gene in a user-defined query
[4]. Exploration of relationships between features used to rep-
resent text, with application to MEDLINE, has been studied in
[5]. The method uses association rules and compares three dif-
ferent semantic levels: words, MeSH keywords, and automati-
cally selected concepts coming from NLM’s Unified Medical
Language System (UMLS). The authors were especially inter-
ested in plausibility and usefulness of the three levels. 

In our research we use OHSUMED, a corpus subset of
the MEDLINE database. This collection has been also used
by many researchers to perform classification using MeSH
keywords as class labels. However, very few have used the
entire set of MeSH categories. In [6], authors limited the
category pool based on the number of occurrences of these
categories in the OHSUMED collection. They set this limit
to 75 occurrences and used instance-based learning along
with retrieval feedback to assign documents to MeSH cate-
gories. Most researchers, like in [7], [8], [9], or [10], have
reduced the dataset to the documents assigned to a particu-
lar branch in the MeSH tree, namely Heart Diseases. 
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The proposed system performs automated assignment of
MeSH keywords for a given medical article reference based
on associative classification, which is a data mining method
derived from association rule mining [11]. Since associative
classification was introduced in [12], several other techniques
have been presented such as classification based on multiple
association rules (CMAR) [13], classification based on predic-
tive association rules (CPAR) [14], association rule-based
classification with all categories (ARC-AC), and association
rule-based classification by category (ARC-BC) [15]. The lat-
ter technique describes a method of mining rules for each class
separately. This approach has been used to build ACRI [16],
the tool modified and applied in the proposed system. In [17]
the authors employed recursive learning into associative clas-
sification and created a classifier capable of assigning a ranked
list of classes to each instance. As opposed to this solution
where the final set of classes is not explicitly specified, our
system is capable of selecting a certain number of classes
equal or close to a real number of classes that should be
assigned to a given document.

Understanding the Data
An example of an article reference from the MEDLINE
database is shown in Figure 1. Each article (in our work
here often referred as document) consists of several descrip-
tive attributes such as a unique identifier, author, title, jour-
nal information, and abstract. A set of keywords (marked as
.M in the figure) is used to describe the document. These
keywords are manually selected among the headings from
the MeSH database.

MeSH is a controlled vocabulary thesaurus of medical
terms consisting of over 22,000 descriptors arranged in an 
11-level hierarchical structure. The structure constitutes a tree
with 15 root concepts, such as Anatomy, Organisms, or
Diseases, that successively branch into more specific con-
cepts. Although the concepts (other that those at the top of the
hierarchy) can occur more than once in the tree, each of them
has its own unique identifier.

The experimental evaluation of the proposed system is per-
formed using a standard subset of MEDLINE, called
OHSUMED [1], which consists of articles limited to 5 years

(1987 to 1991). This collection contains a
total of 348,543 articles.

Most researchers who used the
OHSUMED have been further limiting
this collection to the documents assigned
to the total of 119 keywords of the Heart
Diseases MeSH branch [8]–[10]. In this
article we consider the whole spectrum of
MeSH categories generalized to the sec-
ond level of the tree. Generalization in
this case means replacing an original
MeSH keyword with the keyword located
at least one level higher in the tree hierar-
chy. Although the second-level general-
ization results in the number of categories
which is comparable to the Heart
Diseases number of categories, it modi-
fies the problem as follows:
1) As opposed to the Heart Diseases

branch, where the majority of docu-
ments are assigned to only one catego-
ry, the second-level generalization
yields on average around ten cate-
gories assigned to a single document.
Document-category distribution for
these two cases is shown in Figure 2.

Fig. 1. Example of a MEDLINE article from the OHSUMED corpus.

.I54711

.U
88000001
.S
Alcohol Alcohol 8801; 22(2): 103-12

.M
Acetaldehyde/*ME; Buffers; Catalysis;  HEPES/PD; Nuclear Magnetic
Resonance; Phosphates/*PD; Protein Binding; Ribonuclease, Pancreatic/
Al/*ME; Support, U.S. Gov't, Non-P.H.S.; Support, U.S.Gov't, P.H.S.

.T
The binding of acetaldehyde to the active site of ribonuclease: alterat
in catalytic activity and effects of phosphate

.P
JOURNAL ARTICLE

.W
Ribonuclease A was reacted with [1-13C,1,2-14C]acetaldehyde anc
sodium cyanoborohydride in the presence or absence of 0.2 M
phosphate. After several hours of incubation at 4 degrees C (pH 7.4)
stable acetaldehyde-RNase adducts were formed, and the extent of their
formation was similar regardless of the presence of phosphate, [...]

.A
Mauch TJ; Tuma DJ; Sorrell MF.
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Fig. 2. Document distribution over classes for (a) the Heart Diseases branch and (b) a second-level generalization of OHSUMED.
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2) Narrowing the MeSH tree to one of its branches limits the
number of documents to those fitting this branch. Yet gen-
eralization limits only the number of categories, and the
total number of documents remains unchanged. As a result,
there are over 233,000 documents used in experimets
instead of the 16,000 records the Heart Diseases branch
consists of.

Data Preparation

From Article to Transaction
Associative classification, described in more detail below,
requires a specific form of documents, called a transaction, for
both learning and classification. Each article is seen by asso-
ciative classification as a set of words drawn from the article’s
title, abstract, and MeSH keywords. These fields are marked
by circled numbers “1” and “2” in Figure 1 (the same numbers
correspond to the numbers in Figure 3 and Figure 4). The title
and abstract are merged together and are separated from
MeSH keywords. A transaction, which
is an associative classification form of a
document, consists of two parts: a set of
keywords and a set of words extracted
from a title and an abstract. The process
of transforming a document into a trans-
action is shown in Figure 3. Figure 4
shows the transformation of the docu-
ment given in Figure 1 by a sequence of
processing blocks shown in Figure 3. 

After the three fields from an original
document are selected, the title and
abstract are processed separately from
the MeSH keywords. The keywords are
normalized to the form of MeSH tree
identifiers using the MeSH database.
The result of keyword normalization is a
set of tree identifiers as shown in Box 3
of Figure 4. Each identifier consists of a
series of numbers (separated by a dot)
being the consecutive identifiers of
branches of the MeSH tree from the root
node to the appropriate node indicated
by an input keyword. The only excep-
tion is the very first part of the identifier,
e.g., D02, which indicates two levels at
once: one denoted by a letter and the
other denoted by a remaining number.
Therefore, to obtain generalization to the
second level the identifiers need to be
contracted to the first part only, the result
of which is shown in Box 4 of Figure 4.

The title and abstract of the consid-
ered document are also normalized. This
normalization consists of stop word
pruning and word stemming. Stop
words are words that appear frequently
but are irrelevant with respect to classi-
fication (e.g., a, the, of, at, in, etc.) and
therefore are not included in the transac-
tion. Word stemming aims to unify  the
morphological variants of the word,
which in practice boils down to removal

of word endings. We employed the widely used Porter’s algo-
rithm [18] to perform this operation. The result of the normal-
ization process is shown in Box 5 of Figure 4. 

The last step is to combine both keyword identifiers gener-
alized to the second level and the normalized title and abstract
into a single transaction as shown in Box 6 of Figure 4. The
second-level generalization resulted in 114 categories (classes)
distributed as shown in Figure 2(b).

Dataset Split
Due to lack of an abstract for some of the documents from the
OHSUMED collection, we reduced this collection to docu-
ments that have both a title and an abstract, which resulted in
a total of 233,445 documents. The collection was divided into
two subsets: 1) 183,229 documents dated 1987 through 1990,
which were used as a training set, and 2) 50,216 documents
dated 1991, which were used as a testing set. This split con-
forms to the work of other researchers [8]–[10]. However,
unlike the others who used the testing set to tune the

Fig. 3. Document preprocessing.
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Fig. 4. Document transformation.
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parameters of a classification process (for more details, see
the System Overview section), we performed ten-fold cross
validation on the training set (the ten-fold cross validation
technique requires the training set to be further divided into
training and validation sets) and used the obtained parameters
to validate the classification system with the testing set.
Although this tuning possibly results in a lower performance
compared with performance of methods tuned on the testing
set, it describes performance of classification models that are
not overfitted to the testing set. A similar approach has been
used in [6] but limited to two training subsets only.

Data Mining

From Research Goals to Data Mining Goals
The original goals that aim at development of an automated
system for assigning MeSH keywords to MEDLINE articles
are translated into the corresponding data mining goals:
1) As opposed to multiclass classification, our objective is

to build a multilabel classifier. Therefore, the proposed
system has to be capable of dealing not only with multi-
ple classes but also with assigning a various number of
classes to a single object.

2) We extend original associative classification to a classifica-
tion that considers reoccurrence of words in a single trans-
action. This method is further compared to the approach
that does not consider reoccurrence of words.

Associative Classification
Associative classification is a process of assigning labels to
objects based on rules obtained during the association rule
mining process. Association rules were originally introduced

in [11] and further extended to class association rules (CARs)
[12] that are directly used in associative classification. The
main idea of associative classification is to extend the original
structure of transactions known from association rules mining
(i.e., a set of items) by adding a class label to each transaction.
Items are uniquely identified features describing each object
and may have different representation depending on an appli-
cation. In our case, items represent words in documents.

The association rule mining process results in a set of rules
in the form of condition ⇒ class, where condition is a set of
items. Rules are generated based on user-defined minimum
support and minimum confidence, which are the conventional
parameters used in association rule mining [11]. Generated
rules are used by a classification system to predict the class of
new objects.

To perform experiments we employed the associative clas-
sifier with reoccurring items (ACRI), a tool for associative
classification that considers reoccurrence of items in a single
transaction during both generation of association rules and
classification [16]. Recurrent items were originally described
in [19]. Taking recurrent items into consideration during asso-
ciation rule mining results in an altered form of the condition
part of a rule that is now enriched by the number of the occur-
rences of each word.

Although ACRI is developed to be used with recurrent
items, it is possible to use it also as a simple nonrecurrent-
item-based classifier. The differences in performance between
those two types of classifiers are compared in this article.

Single-Versus Multilabel Classification
In a single-label classification problem, each document is
labeled with one class only. When two or more rules match a

document (i.e., words in a document
match words in a rule) usually the best
rule (e.g., the one with the highest confi-
dence) is selected and used to classify
the document while the remaining rules
are discarded. However, multilabel clas-
sification assigns more than one class to
each document. Assuming that rules are
in the form of condition ⇒ class, more
than one rule needs to be used to assign
possibly more than one label per docu-
ment as the result of classification. This
requires development of rule ranking
and rule elimination techniques, which
are described in the next section.

System Overview
The associative classification for MED-
LINE documents is shown in Figure 5. Fig. 5. Process of (a) building a classifier and (b) classification.

Classifier Parameter
Selection Process

Best Configuration

Validation
Set

OHSUMED

Dataset
Preparation
(10-Fold CV) MeSH

Training
Set

Rule
Generation Rules

MEDLINE
Document

Preprocessing

Classification

Categorized
Document

(a) (b)

MeSH is a controlled vocabulary 

thesaurus of medical terms consisting of over

22,000 descriptors arranged in an 11-level

hierarchical structure.



IEEE ENGINEERING IN MEDICINE AND BIOLOGY  MAGAZINE MARCH/APRIL 2007 51

The learning process [i.e., the process of building the classi-
fier shown in Figure 5(a)] is performed to, first, generate a set
of association rules and, second, to tune a set of the algorithm’s
parameters to classify new (unseen) data with the highest accu-
racy. Generated rules together with the best parameter configu-
ration are used to classify new MEDLINE articles, as shown in
Figure 5(b).

The rule-generation step generates frequent item sets
between the article’s words and the corresponding MeSH key-
words, resulting in a set of rules.

Although original association rule mining takes two para-
meters, namely, support and confidence thresholds, prelimi-
nary experiments showed that only minimum confidence has
a significant effect on the quality of classification. At the
same time, the number of generated rules is controlled using
the support threshold. Therefore, minimum support is used
during the rule-generation step to initially reduce the number
of rules, which is further decreased during classification by
the confidence threshold.

During the tuning step a number of algorithm’s parameter
values are tested to discover an optimal set of values used fur-
ther in classification. This set of parameters is responsible for
pruning, ranking, and selection of rules. By pruning we mean
the process of reducing the number of rules needed for the clas-
sification. Rule ranking is needed to choose more than one rule
to classify a document. Uneven distribution of classes over
documents in the dataset [see Figure 2(b)] requires also a tech-
nique to select the proper number of previously ranked rules.

The pruning process is based on one parameter (minimum
confidence), whereas ranking and selection can be performed
in many ways. We consider three possibilities: 1) using confi-
dence to prune rules, 2) using confidence to both prune and
rank rules, and 3) using the cosine of an angle between rules
and documents to prune and rank rules. This leads to the fol-
lowing five configurations:

➤ Simple (Rsim). Rules are only pruned (based on minimum
confidence). Ranking and selection are not performed.

➤ Confidence factor (Rcon). Rule ranking is based on the
rules’ confidence. Selection is parameterized by selection
factor, a value denoting the percentage of rules that should
remain after this operation.

➤ Cosine factor (Rcos). Rule ranking is based on the cosine
measure between a rule and a document (represented by
words). Cosine measure is a value equal to the angle
between two vectors. The position of vectors in n-dimen-
sional space is indicated by the number of reoccurrences of
corresponding words. Selection is performed using selec-
tion factor exactly as in the Rcon configuration.

➤ Simple, nonrecurrent (Ssim). This is similar to the simple
configuration but rules are generated without considering
the frequency of words in a document. 

➤ Confidence factor, nonrecurrent (Scon). This is the same
as the confidence factor configuration but using nonrecur-
rent-item-based rules. 

Since nonrecurrent-item based classification does not
carry information about the occurrences of words in a doc-
ument, we do not consider cosine factor configuration in
this case. R-configurations and S-configurations are used to
denote a set of configurations considering reoccurrence of
items and a set of configurations that neglects this informa-
tion, respectively.

In the final step of classification, a set of classes is pre-
dicted by combining the classes that appear as a conse-
quence in the set of selected rules. An example of
classification using the five configurations is shown in
Figure 6. For example, the configuration Rsim with mini-
mum confidence of 50% selects three rules (R1, R2, and
R3) out of the four matching the input documents and
assigns two classes: C1 (both R1 and R2 imply the same
class C1) and C2 (implied by R3) to the document.

Fig. 6. Example of classification.

Rule ID Condition Class Conf.
R1 a, b C1 70%
R2 a, d C1 60%
R3 d, c C2 40%

Rule ID Condition Class Conf. Cosine
R1 1d, 2c C1 80% 0.847
R2 2a, 1d C1 70% 0.847
R3 3a, 2b C2 60% 0.753
R4 2b, 1c C3 40% 0.942
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Evaluation of Discovered Knowledge

Evaluation Criteria
Evaluation of classification quality is based on com-
monly used measures, such as precision (p), recall
(r), and the combination of the two (F1) [20]. 

Unlike single-class classification, multiclass clas-
sification requires averaging individual results from
contingency matrices built for each class. We report
two types of averaging: macro-averaging and micro-
averaging [21]. Macro-averaging emphasizes the
ability of a classification system to behave well for
all classes, even those with a low number of exam-
ples (documents), whereas micro-averaging reflects
better a classification for larger classes with the
expense of poorer results for small classes. In this
article most consideration is given to F1, which is
commonly used in text categorization, but we also
report on precision and recall to give further insights.

Results
Searching through the space of classification para-
meters for all five configurations took approximately
170 ten-fold cross-validation experiments.
Parameters used in the learning process were tuned
to maximize the value of macro F1, micro F1, and the
average of those two. Thus, the experiments per-
formed on the training set resulted in selection of
three sets of parameters for each configuration.
Tuning the algorithm for the three values of F1

allows for comparing differences between micro-
and macro-averaging. Results for micro, macro, and
average F1 for both training and testing are presented
in Figure 7–Figure 9. Due to space limitations we
show only F1 as the most representative and most
often used measure of classification quality in text
categorization. The test performed with the same 15
sets of parameters for the testing set showed that the
order of the configurations with respect to F1 for
each considered averaging method is consistent with
the results obtained with the training dataset, which
validates the correctness of the chosen parameters. 

For macro-averaging, the best results are obtained
for Rcon, whereas Rcos works better with micro-aver-
aging and in the case of optimizing the average
between macro- and micro-average. This is consis-
tent for both cross validation performed on training
data and tests run on an independent test set. The
parameters resulting from optimization of the algo-
rithm for each of the considered measures are shown
in Table 1. Parameters were tuned with a 10% step.Fig. 9. Best average F1.

Fig. 8. Best micro F1.
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Except for one set of parameters (micro F1 and average of
micro and micro F1 for Rsim), no similarity is found between
measures for a particular configuration. This implies that
choosing appropriate configuration and parameters is depen-
dent on the type of a considered measure. 

Although differences in performance among R-configura-
tions and S-configurations are rather small, the results indis-
putably show that configurations utilizing the knowledge of
occurrences of words in a document are better than those that
neglect this information. This difference is especially visible
in macro F1 scores, which reaches around 4%. The best results
are 46% and 42% for a configuration considering reoccurrence
of items and configuration that do not take this information
into account, respectively. A similar difference is
also observed for both micro F1 and average F1. 

The number of rules after pruning used in classifi-
cation performed on the ten-fold cross-validation
training set for each configuration and type of averag-
ing is shown in Figure 10. Although R-configurations
perform better than S-configurations they require
more rules. Making further comparison, performance
with respect to F1 follows the trend of the number of
rules needed for classifiers optimized based on macro
F1. However, for micro and average F1 this is not the
case. Although Rcon classifies worse than both Rcos

and Rsim , it requires more rules than the latter two
when considering micro F1 and average F1.

The average time for classifying the training set
for each configuration, shown in Figure 11, fol-
lows, with one exception, the number of rules
needed to perform this operation. Analysis of
Figures 10 and 11 leads to the conclusion that
when optimizing the classifier for best macro F1 it
may be worth considering choosing Rcos instead of
Rcon, which gives slightly better accuracy with the
expense of the significantly longer training time.

The distribution of documents from the testing set
with respect to F1, precision, and recall for the three
best configurations that correspond to micro, macro,
and average F1 is shown in Figure 12. The distribu-
tion over the F1 score for the best micro-average con-
figuration is slightly flatter than the configuration for
the best macro-average. An even bigger difference is
observed for the distribution over precision and
recall. Optimizing macro F1 results in a greater num-
ber of documents classified with high precision but,
at the same time, a low number of documents is clas-
sified with high recall. An exactly opposite situation
is observed when optimizing micro F1.

Precision is inversely proportional to FP examples and thus
its low values show a tendency to “overclassify”; i.e., to assign
a single document to additional incorrect categories. In other
words, the classification model is too general. On the other
hand, recall is inversely proportional to FN examples, reflect-
ing an inability of assigning classes to a document. This means
that the model is too specific. Observations based on Figure 12
are consistent with the definition of macro- and micro-averag-
ing. Micro-average is a weighted average and thus is more
suitable when a user is interested in maximizing performance
for categories with a large number of examples, neglecting, to
a certain extent, the classification accuracy of categories with
a relatively low number of examples. 

Fig. 11. Average time needed to accomplish classification on a ten-fold
cross-validation training set.
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Fig. 10. Number of rules after pruning used with a ten-fold cross-valida-
tion training set for each configuration.
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Table 1. Best configuration parameters with respect to optimized measure.

Macro F1 Micro F1 Average F1

Configuration Min. conf. [%] Factor [%] Min. conf. [%] Factor [%] Min. conf. [%] Factor [%]

Rsim 50 60 60

Rcon 30 40 50 60 40 50

Rcos 40 70 60 90 50 80

Ssim 40 50 40

Scon 30 70 40 60 30 50
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To the best of our knowledge no one has tried to generalize
the MeSH tree in a manner described in this article. Only a
few researchers have tested their text categorization systems
using the entire set of MeSH keywords and all instances from
the OHSUMED dataset. Among them, the closest are results
presented in [6]. The authors obtained a macro F1 score of
44% using MeSH categories with at least 75 examples (docu-
ments) in the training set.

Using the Discovered Knowledge
The experimental results are used to put together three scenarios
a user may follow when applying the proposed system.

1) When parameters corresponding to optimization of micro
F1 are used, the model will perform with higher precision
and lower recall. This means that although a document
will be classified to correct categories, some of the cate-
gories may be omitted.

2) When parameters corresponding to optimization of
macro F1 are used, higher recall and lower precision
will be achieved. Although in this case fewer categories
will be omitted, a larger number of incorrect predictions
will be made.

3) Using the average of macro and micro F1 results in the
tradeoff between the above two situations.

Fig. 12. Document distribution with respect to F1, precision, and recall. The numbers above the bars indicate the number of classes.
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A relatively small amount of research

has been dedicated to investigation of

multilabel classification, especially

using associative classification.
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Summary and Conclusions
The specific characteristic of classification of medical docu-
ments from the MEDLINE database is that each document is
assigned to more than one category, which requires a system
for multilabel classification. Another major challenge was to
develop a scalable method capable of dealing with hundreds of
thousand of documents. We proposed a novel system for auto-
mated classification of MEDLINE documents to MeSH key-
words based on the recently developed data mining algorithm
called ACRI, which was modified to accommodate multilabel
classification. Five different classification configurations in
conjunction with different methods of measuring classification
quality were proposed and tested. The extensive experimental
comparison showed superiority of methods based on reoccur-
rence of words in an article over nonrecurrent-based associa-
tive classification. The achieved relatively high value of macro
F1 (46%) demonstrates the high quality of the proposed system
for this challenging dataset. Accuracy of the proposed classifi-
er, defined as the ratio of the sum of TP and TN examples to
the total number of examples, reached 90%. 

Three scenarios were proposed based on the performed
tests and different possible objectives. If a goal is to classify
the largest number of documents, a configuration that maxi-
mizes micro F1 should be chosen. On the other hand, if a sys-
tem is to work well for categories with a small number of
documents, a configuration that maximizes macro F1 is more
suitable. A tradeoff can be obtained by using a configuration
that optimizes the average between macro and micro F1.
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