
FEBS Letters 589 (2015) 2561–2569
journal homepage: www.FEBSLetters .org
In various protein complexes, disordered protomers have large
per-residue surface areas and area of protein-, DNA- and RNA-binding
interfaces
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We provide first large scale analysis of the peculiarities of surface areas of 5658 dissimilar (below
50% sequence similarity) proteins with known 3D-structures that bind to proteins, DNA or RNAs.
We show here that area of the protein surface is highly correlated with the protein length. The size
of the interface surface is only modestly correlated with the protein size, except for RNA-binding
proteins where larger proteins are characterized by larger interfaces. Disordered proteins with dis-
ordered interfaces are characterized by significantly larger per-residue areas of their surfaces and
interfaces when compared to the structured proteins. These result are applicable for proteins
involved in interaction with DNA, RNA, and proteins and suggest that disordered proteins and bind-
ing regions are less compact and more likely to assume extended shape. We demonstrate that dis-
ordered protein binding residues in the interfaces of disordered proteins drive the increase in the
per residue area of these interfaces. Our results can be used to predict in silico whether a given pro-
tomer from the DNA, RNA or protein complex is likely to be disordered in its unbound form.
� 2015 Federation of European Biochemical Societies. Published by Elsevier B.V. All rights reserved.
1. Introduction

Protein activity is inevitably related to the formation of com-
plexes with other proteins, nucleic acids, membranes and lipids,
polysaccharides, and various small molecules. The resulting pro-
tein–centric complexes can be stable or transient, can involve
one or many binding partners, and can be formed by ordered, par-
tially disordered or completely disordered proteins. It is recognized
now that the intrinsically disordered proteins (IDPs) and intrinsi-
cally disordered protein regions (IDPRs) play numerous important
roles in the assembly and maintenance of protein complexes [1–3].
The broad involvement of IDPs/IDPRs in functionality of protein
complexes is related to the overall abundance of IDPs and hybrid
proteins (i.e., proteins containing ordered domains and IDPRs [4])
in various proteomes [5–10], their functional complementarity to
functions of ordered proteins and domains [11–23], their excep-
tional binding promiscuity and ability to be involved in various
interactions with diverse partners [2,24], their functionality origi-
nating from a specific disordered form, from inter-conversion
between disordered forms, and from transitions between disor-
dered to ordered or ordered to disordered states [20,21,25–27],
their known involvement in regulation and control of protein–pro-
tein interaction networks [17,28–32], their exceptional structural
heterogeneity [11,33,34], their predisposition for template-
dependent folding at binding [2,12,16,18,21], the capability to bind
to multiple partners, gaining very different structures in the bound
state [16,35], and the ability to possess unrelated, even opposite,
functions [36]. As a result, intrinsic disorder plays a number of
important roles in organization, maintenance, and control of vari-
ous protein-based complexes [1–3].

http://crossmark.crossref.org/dialog/?doi=10.1016/j.febslet.2015.08.014&domain=pdf
http://dx.doi.org/10.1016/j.febslet.2015.08.014
mailto:vuversky@health.usf.edu
mailto:lkurgan@ece.ualberta.ca
mailto:lkurgan@ece.ualberta.ca
http://dx.doi.org/10.1016/j.febslet.2015.08.014
http://www.FEBSLetters.org


2562 Z. Wu et al. / FEBS Letters 589 (2015) 2561–2569
The overall biological importance of protein-based complexes is
reflected in their high prevalence among the PDB entries. Based on
the analysis of the mechanisms of dimer formation it has been con-
cluded that, as a first approximation, these simplest protein–pro-
tein complexes can be formed via two general mechanisms,
depending on the coupling/decoupling of the processes of protein
folding and assembly [37–39]. In the three-state scenario, the pro-
cess of monomer folding precedes the assembly and as a result, the
dimer is formed from the independently folded monomers. In the
two-state scenario, assembly occurs concomitantly with folding;
i.e., the monomers are not folded in the unbound state and the
dimer is formed via the binding-induced folding of these intrinsi-
cally disordered protomers [37–39]. Using a set of 90 proteins for
which experimental data were available in literature, Gunasekaran
et al. revealed that the protomers forming two-state complexes can
be differentiated from the protomers forming three-state dimers
[39]. In that study, comparison of complexes formed by 60 IDPs
(44 ribosomal proteins, eleven two-state dimers, and five IDPs
for which the crystal structure is known in the complexed state)
and 30 ordered proteins (14 three-state dimers and 16 monomeric
proteins that are dimers in crystals) suggested that ordered mono-
mers can be distinguished from disordered monomers on the basis
of the per-residue surface and interface areas, which are signifi-
cantly smaller for ordered proteins [39]. We extended that original
study by analyzing substantially more complex-forming proteins
with known 3D structures (5306 vs. 90). In addition to dimers,
which were the major target of the original paper, we included
higher order oligomers and complexes of proteins with DNA and
RNA. To assure that our protomers were diverse, we reduced their
pairwise sequence similarity to below 50%. We analyzed disor-
dered proteins based on structured complexes with proteins,
DNA and RNA where the disordered regions underwent disorder-
to-order transition. Another new development of our study was
the use of the computational annotation of disorder and order,
where intrinsically disordered residues in the UniProt chains were
identified using a majority vote consensus of five computational
tools (three versions of Espritz method [40] that were optimized
to predict disorder annotated from X-ray crystal structures, NMR
structures, and from the Disprot database [41]; and two versions
of IUPred tool [42] that predicts long and short disordered regions).
Our analysis provided a strong support to the previously reported
observation and clearly showed that in analyzed protein–protein,
protein–DNA and protein–RNA complexes, disordered protomers
have large per-residue surface areas and per-residue interface
areas, suggesting that the known structure of a complex can be
used to predict whether a given protein involved in the formation
of a complex with DNA, RNA or protein is likely to be disordered in
its non-bound monomeric form.
2. Materials and methods

We collected high-quality structures of dissimilar proteins in
complex with proteins, DNAs, or RNAs and mapped their
sequences into the corresponding complete proteins chains. We
annotated intrinsic disorder in the complete chains and selected
a subset of structured and disordered monomers. Using structures
of complexes we computed surface areas of protein–protein, -DNA,
and -RNA interfaces and the overall surface areas of the protein
monomers.

2.1. Dataset

We used the BioLiP resource [43] to collect 182114 proteins
that interact with proteins, 6292 that interact with DNAs, and
21608 with RNAs and to annotate the corresponding binding
residues. We combined together interactions with the same ligand
type for each protein. Next, we mapped protein sequences from
BioLiP into Protein Data Bank (PDB) [44] using PDB identifiers in
order to collect the structures and compute surface. We also
mapped these proteins into UniProt [45] with SIFTS [46] to obtain
complete protein chains that we used to annotate intrinsic disor-
der. After mapping, the number of protein-binding, DNA-binding,
and RNA-binding proteins for which we obtained structures and
complete sequences was 163589, 5913, and 20731, respectively.
Next, we filtered out peptides (chains with less than 30 residues),
proteins with lower quality structures (resolution worse than 3 Å),
and proteins for which mapping between the PDB sequence and
the UniProt sequence was potentially questionable. This mapping
is necessary to annotate disorder on the protein surface and for
the binding interface. The quality of mapping from PDB to UniProt
that was performed with SIFTS was quantified with coverage and
identity. The coverage is defined as a ratio of the number of resi-
dues from the PDB chain that were successfully mapped into the
UniProt sequence and the total number of residues in the PDB
chain. The identity is defined as a ratio of identical residues among
the residues that we mapped. Only protein chains with coverage
and identity both >95% are used. As a result, we retained
114024, 4177, and 4992 protein-, DNA-, and RNA-binding chains.
We further exclude proteins for which binding interfaces are rela-
tively too small to be able to have sufficient amount of data to
characterize abundance of disorder in the interface for each pro-
tein. We calculated the number of binding residues and content
of binding residues (i.e., number of binding residues divided by
the total number of residues) for each protein chain. We removed
proteins for which the number of binding residues < median that
equals 20, 29, and 33 for DNA-, RNA- and protein-binding, and
for which content of binding residues <0.05. Consequently, the
number of remaining proteins was 55949 for protein binding,
1744 for DNA binding, and 2611 for RNA binding. Lastly, we
extracted a subset of these proteins that share low sequence sim-
ilarity for each type of ligand. This removes bias toward certain
types of folds that could be over-represented in PDB. Protein chains
were clustered with BLASTClust at the 50% identity; choice of this
cut-off is motivated by an observation that function of proteins is
conserved at higher that this sequence identity [47,48]. We
selected a representative chain from each cluster that has the high-
est content of binding residues. The final dataset includes 5306,
213, and 139 protein-, DNA-, and RNA-binding proteins.

2.2. Computational analysis

We annotated intrinsically disordered residues in the UniProt
chains using a majority vote consensus of three versions of Espritz
method [40] that were optimized to predict disorder annotated
from X-ray crystal structures, NMR structures, and from the Dis-
prot database [41]; and two versions of IUPred [42] that predicts
long and short disordered regions. A recent assessment demon-
strates that these predictors are characterized by good predictive
performance [49]. Use of the consensus was motivated by empiri-
cal observation that this leads to improved predictive performance
when compared to the use of a single method [49–51]. Moreover,
this consensus was recently used in several related studies
[10,52,53].

For each protein chain we calculated content of binding resi-
dues to quantify the size of the DNA-, RNA-, and protein-binding
interfaces. We also computed content of disordered residues (i.e.,
number of putative disorder residues divided by total number of
considered residues) for the complete UniProt sequences and the
corresponding PDB chains and binding residues. Using these values
we extracted a subset of structured and disordered proteins for
which the disorder content is very small and relatively large,
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respectively. In other words, we consider proteins on both
extremes of disorder content and separate them by excluding pro-
teins with medium amount of disorder. More specifically, the
structured proteins are defined as proteins for which disorder con-
tent in the UniProt chain, PDB chain and in binding residues is
below 0.05. The disordered proteins have the three disorder con-
tent values >0.3 for the protein- and RNA-binding proteins and
>0.15 for the DNA-binding proteins; the lower value for the
DNA-binding proteins is motivated by low number of proteins that
have content >0.3. In total, we include 35 (2649), 28 (30), and 16
(76) disordered (structured) protein-, RNA-, and DNA-binding pro-
teins, respectively. Among the protein-binding proteins, 2448 and
12 are structured protomers interacting with structured and disor-
dered partners, respectively, while 17 and 12 are disordered pro-
tomers interacting with structured and disordered partners,
respectively.

We calculated solvent accessible surface area for structures of
all proteins, structures of the considered three types of ligands,
and structures of complexes with RNA, DNA and protein molecules
using PyMOL (The PyMOL Molecular Graphics System, Version
1.5.0.4 Schrödinger, LLC). Given that surface area of a protein
monomer is denoted by Smonomer, surface area of ligands of the
same type that bind to this monomer by Sligands, and surface area
of the complex with these ligands as Scomplex, the surface area of
the interface between this monomer and ligand was calculated as

Sinterface ¼ ðSmonomer þ Sligands � ScomplexÞ=2
We also computed normalized per-residue area of the surface of

the protein monomers which is defined as the surface area of a
given monomer Smonomer divided by the number of residues
included in the structure of this monomer. Similarly, we computed
the normalized per-residue area of the interface that equals to the
surface area of the interface Sinterface divided by the number of bind-
ing residues. This way we quantify packing of the residues on the
surface and in the interface. Compared to Ref. [39] where the inter-
face area is normalized by dividing by the total number of residues
in the protein, our normalization decouples the relationship of the
area with the packing of the binding residues from the influence of
the content of the binding residues. In other words, higher (lower)
Fig. 1. Normalized per-residue surface area and normalized per-residue interface area fo
all values of areas and Panel B summarizes distribution of these values, where white, g
respectively. The box plots show 30th centile, 50th centile (median) and 70th centile, and
values of the two types of areas.
value of our normalized surface area indicates lower (higher)
degree of packing of the binding residues, while in case of Ref.
[39] it could be due to lower degree of packing and/or larger con-
tent of binding residues (higher degree of packing and/or smaller
content).

We note that the proteins included in our datasets were crystal-
ized which was necessary to quantify properties of their surface.
This means that the disordered proteins were stabilized, likely pri-
marily by their interaction with the ligands, to obtain structures.
Although they are all crystallizable, our dataset includes a diverse
sets of disordered proteins that share low similarity in their
sequences, and thus our conclusions should generalize into all dis-
ordered proteins.

3. Results

3.1. Per-residue surface and interface areas

The values of the normalized per-residue surface area and per-
residue interface area for the 5658 protein-, DNA- and RNA-
binding proteins are shown in Fig. 1A. The per-residue surface area
values are in the same range as in [39] that analyzed a smaller set
of 90 disordered and structured protein-binding monomers. Our
per-residue area of interface is larger since we divided by the num-
ber of binding residues while the interface area was normalized by
the number of all residues in the corresponding protein in the arti-
cle by Nussinov and colleagues [39]. However, the values of both
types of areas are spread in a similarly wide range when comparing
these two articles. The per-residue surface and interface area val-
ues are correlated with Pearson Correlation Coefficient (PCC) equal
0.43, 0.56, and 0.77 for protein–protein, protein–DNA and protein–
RNA interactions. The high correlation for the RNA-binding pro-
teins can be explained by the high fraction of the binding residues
in these proteins that equals 27%, compared to 22% and 14% for the
protein-binding and DNA-binding proteins, respectively. We
selected proteins with larger than median number of binding resi-
dues for each of the three ligands which explains why all three
fractions are relatively high. Fig. 1B shows that the per-residue
areas of RNA- and protein-binding interfaces are larger than those
r protomers interacting with RNAs, DNAs, and proteins. Panel A shows scatterplot of
ray, and black symbols and box denote interactions with DNA, RNA, and proteins,
the two error bars show 10th and 90th centiles of the corresponding distributions of
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for the DNA-binding interfaces, while the per-residue surface area
of the RNA-binding proteins is larger than that for the other two
types of binding. However, in spite of these differences, the values
of areas of surface and interface substantially overlap between the
three sets of proteins.

We observe that the interfaces of protein complexes with RNA
and DNA have lower per-residue area compared to the correspond-
ing surfaces (Fig. 1B), which suggests that these binding regions are
more compact, particularly compared to the protein-binding inter-
faces. Although this is not true across the entire set of the protein-
binding proteins, Fig. 2 which analyzes per-residue surface and
interface area separately for disordered and structured monomers,
reveals that per-residue surface area of the disordered protein-
binding proteins is larger than the per-residue interface area.
Similarly, the differences between the per-residue surface and
Fig. 2. Normalized per-residue surface area (panel A) and normalized per-residue interfa
RNAs, DNAs, and structured and disordered proteins. The box plots show 30th centile, 5
centiles of the corresponding distributions of values of areas. Gray (white) denotes disor
disordered proteins that bind to the same type of ligand (DNA, RNA, disordered proteins
structures protein sets that they connect are characterized by statistically significant di
interface areas for the DNA- and RNA-binding proteins are driven
by the disordered proteins; i.e., the ordered nucleic acid binding
proteins have similar per-residues surface and interface area.
More discussion of data shown in Fig. 2 are provided below
(see Section 3.3.).

3.2. Relation between protein size and surface or interface area

The average disorder content (fraction of disordered residues)
of the RNA-, DNA-, and protein-binding proteins (and correspond-
ing interfaces) equals 0.17 (0.21), 0.06 (0.07), and 0.04 (0.04),
respectively. This shows that intrinsic disorder is present in the
interfaces and that it is more abundant in proteins interacting with
nucleic acids. This is in agreement with several studies which
observed enrichment of disorder in the DNA- and RNA-binding
ce area (panel B) for structured and disordered protein monomers interacting with
0th centile (median) and 70th centile, and the two error bars show 10th and 90th
dered (structured) monomers. We compare values of area between structured and
, and structured proteins). Horizontal bars at the top denote that the disordered and
fferent values of surface or interface area (P-value < 0.05).



Table 1
Pearson Correlation Coefficient (PCC) between the area of surface or area of interface
and the protein size quantified with the number of residues for the protein-, DNA-,
and RNA-binding proteins. We analyze all proteins together and the subsets of
disordered and structured monomers.

Scope Ligand Considered proteins

All Disordered Structured

Area of surface Protein 0.95 0.96 0.95
DNA 0.98 0.86 0.98
RNA 0.99 0.94 0.98

Area of interface Protein 0.42 0.38 0.40
DNA 0.40 0.26 0.44
RNA 0.00 0.89 0.58
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proteins [53–57]. This also prompted our analysis that compares
binding interfaces between structured and disordered proteins.

Table 1 represents values of the Pearson Correlation Coefficient
(PCC) between the surface area or interface area and the protein
size quantified as the number of residues in a corresponding
polypeptide chain. As it could be expected, correlations between
the surface area and the protein size are high, which means that
larger proteins are characterized by the proportionally increased
Fig. 3. Relation between the surface area of binding interfaces and number of residues f
Both axes are in logarithmic scale. Each panel shows the relations over all considered bi
and disordered (cross-shaped markers) monomers; we note that the set of all binders inc
corresponding scatters (sets of proteins) and are accompanied by the corresponding Per
surface areas. This is consistent across the datasets of protein-,
RNA-, and DNA-binding proteins as well as for the corresponding
subsets of disordered and ordered monomers. The PCC between
the chain length and the surface of the disordered and ordered
protein-binding proteins equals at least 0.95, which is consistent
with the earlier study reported these coefficients at 0.79 and higher
[39].

Interestingly, the correlation coefficients are much lower for the
interface areas (Table 1). PCC values for the protein- and DNA-
binding proteins are at about 0.4, which indicates that a modest
trend is present. Fig. 3A and B show the corresponding scatterplots.
They also reveal that disordered proteins (cross-shaped markers)
are smaller than structured proteins (circle-shaped markers) but
they are all located on the same trend line. This can be seen by
the close proximity of the linear fits into these sets (see lines in
Fig. 3A and B). The relation between surface area and protein size
for the protein–RNA binding proteins is different. Although there
is no correlation when considering the complete set of RNA bin-
ders, we observe modest and high degree of correlation for the
structured and disordered RNA binders, respectively (Table 1).
Fig. 3C visualizes these relations. The disordered monomers are
again smaller than structured proteins. Furthermore, Fig. 3C shows
or the protein-binding (panel A), DNA-binding (panel B), and RNA-binding proteins.
nders (x-shaped markers) and for the subsets of structured (circle-shaped markers)
ludes the structured and disordered proteins. Lines correspond to linear fit into the
son Correlation Coefficients (PCCs).



Fig. 4. Normalized per-residue surface area vs. normalized per-residue interface area for structured and disordered protein monomers interacting with RNAs and DNAs
(panel A) and with structured and disordered proteins (panel B). Circles and triangles denote structured and disordered monomers, respectively. Hollow and solid markers in
panel A denote interactions with RNAs and DNAs, respectively. Hollow and solid markers in panel B denote interactions with disordered and structured proteins, respectively.
The lines divide disordered and structured monomers for the DNA-binding (black line in panel A), RNA-binding (hollow line in panel A) and protein-binding (panel B)
proteins.
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that the surface areas for each of these two protein sets (ordered
and disordered) are linearly correlated with the protein sizes while
the range of the surface areas for the complete set of RNA binders is
similar, irrespective of the protein size.

3.3. Comparison of surface and interface areas between structured and
disordered proteins

Since structured and disordered monomers are different in size
but their interface areas are similar (Fig. 3), we analyzed their nor-
malized per-residue binding surfaces. Fig. 4 shows relation
between the per-residue areas of interfaces and the per-residue
areas of surfaces for the protein-, DNA-, and RNA-binding proteins.
We compared results between structured and disordered protein
monomers and we divided protein–protein interactions into four
groups where structured monomers interact with either structured
or disordered proteins and disordered monomers interact with
structured or disordered proteins (Fig. 4B).

Structured proteins have smaller per-residue areas of surface
and interface (circle-shaped markers in Fig. 4) and they are clus-
tered together when compared to the disordered proteins that
are distributed over a wide range of values of both normalized
areas. This observation is true across the three types of binding
and it suggests that structured proteins and their binding inter-
faces are more compact. The relatively large per-residue interface
areas that are linearly correlated with the per-residue surface areas
of the disordered monomers (PCC values equal 0.68, 0.84, 0.68 and
0.76 for interactions with DNA, RNA, structured proteins and disor-
dered proteins, respectively) also suggest that these proteins have
extended rather than globular shapes and that packing of residues
in their interfaces is less dense. We fit lines that divide structured
and disordered monomers in the 2-D planes in Fig. 4 using logistic
regression [58] based on the implementation in the WEKA plat-
form [59]. These lines provide accurate separation between disor-
dered and ordered monomers where the former (latter) monomers
are located above (below) the line. In particular, accuracy of the
classification for the DNA-binding proteins based on dividing line
equals 93.5%; 12 out of 16 disordered monomers and 74 out of
76 structured monomers are predicted correctly. The accuracy for
the RNA-binding monomers is 91.4% with 25 out of 28 disordered
and 28 out of 30 structured monomers predicted correctly. Finally,
19 out of 29 disordered and 2438 out of 2460 structured protein-
binding proteins are predicted correctly, which corresponds to
the accuracy of 98.7%. This demonstrates that the per-residue sur-
face and interface areas of the protein–protein and protein–nucleic
acids complexes can be used to accurately determine whether the
corresponding monomers are disordered in the unbound state.

We assessed significance of differences of values of the per-
residue surface areas and per-residue interface areas between
structured and disordered proteins, separately for each type of
binding. We used Student’s t-test given that the corresponding dis-
tributions are normal and Wilcoxon test otherwise. A given differ-
ence was assumed significant if P-value < 0.05. The distribution
type was verified using Anderson–Darling test at P-value of 0.05.
The corresponding distributions of values of these areas and statis-
tical significance are summarized in Fig. 2. The gray (white) box
plots and error bars visualize the distributions by giving 10th,
30th, 50th (median), 70th, and 90th centiles for the disordered
(structured) protein monomers. The horizontal bars at the top
denote that the disordered and structures protein sets that they
connect have significantly different values of surface or interface
areas. Fig. 2A shows that disordered monomers have significantly
higher per-residues area of surface for the DNA-, RNA-, and
protein-binding proteins when compared to the structured mono-
mers. The corresponding distributions have little overlap. Fig. 2B
reveals that the same is true for the per-residue area of the binding
regions. Interestingly, the disordered monomers interacting with
structured proteins have larger per-residue area of surface and
interface compared to the disordered monomers that bind disor-
dered proteins. It is likely that these differences can be explained
by the different morphologies of resulting complexes, where in
the former case, the disordered binders wrap around the ordered
partners thereby possessing large surface and interface, whereas
in the latter case, two disordered partners are typically co-folded
to form relatively compact structures. Fig. 5 visualizes structures
of selected structured and disordered protein monomers interact-
ing with DNAs, proteins and RNAs. The per residue surface and
interface areas are shown in green and blue, respectively, where



Fig. 5. Structures with color-coded normalized per-residue surface and interface areas for selected structured and disordered protein monomers interacting with DNAs,
proteins and RNAs. The interfaces are shown in green and the remainder of the surface in blue. Lighter shade denotes larger per residue area, with the corresponding scale
shown in top right corner. Panels a and b are disordered and structured proteins, transcription factor SOX-2 (PDB ID: 1gt0 chain D) and HHAI methylase (PDB ID: 2uz4 chain
A), interacting with DNA, respectively. Panels c and d are disordered and structured proteins, calpastatin (PDB ID: 3df0 chain C) and sentrin-specific protease 8 (PDB ID: 2kbr
chain A), interacting with proteins, respectively. Finally, panels e and f are disordered and structured proteins, 30S ribosomal protein S5 (PDB ID: 4rbk chain 5) and GTPase Era
(PDB ID: 3r9x chain A), interacting with RNA, respectively. Structures were drawn with PyMOL.
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lighter shade denotes larger area. In agreement with our conclu-
sions, the normalized interface and surface areas of the disordered
proteins are larger compared to the structured proteins (colors are
darker for the structured proteins). We also note that structured
proteins have globular structures while disordered proteins are
elongated and their binding surface suggests that the ligands wrap
about them. Although the values of areas for the disordered mono-
mers are significantly larger, we observe continuity of the values
between disordered and structured proteins (Fig. 2). This was pre-
dicted in [39] for the protein–protein interactions and we show
that such continuity is also true for the DNA- and RNA-binding.

3.4. Disordered proteins binding regions

The disordered protein-binding proteins by definition have high
disorder content of over 0.3 in the binding interface. We provide
further support for our claim that these disordered residues in
the interface drive the binding and the increase in the per residue
area of the interface when compared with the interfaces of the
structured protein monomers. We applied ANCHOR method
[60,61] to predict disordered protein binding regions that undergo
disorder-to-order transition upon binding to a protein partner.
Next, we computed content of the corresponding putative disor-
dered protein-binding residues among the interface residues and
in the whole proteins and compared it against the per residue area
of the interface for the disordered protein-binding monomers
(Fig. 6). The per residue surface area is correlated with the content
of the disordered protein-binding residues (PCC = 0.44), which
reveals that larger fraction of binding residues results in larger
area. This in turn suggests that increase in the normalized area of
the surface of the disordered proteins results from the inclusion
of a larger number the disordered protein binding residues.

Fig. 6 also shows that content values of disordered protein bind-
ing residues in the protein monomers are lower than in their inter-
faces (average of 0.33 vs. 0.44) and lack correlation with the values
of the normalized area of surface (PCC = 0.18). Our calculations
show that the content values in the structured protein-binding
proteins and their interfaces both are very low and equal 0.003.
These results confirm validity of the ANCHOR predictions since
the disordered protein binding residues should be enriched in



Fig. 6. Relation between the per residue surface area of binding interfaces and content of the disordered protein binding residues in the interface (triangle-shaped markers)
and in the entire protein monomer (circle-shaped markers) for the protein-binding proteins. Lines correspond to linear fit into the corresponding scatters (sets of proteins)
and are accompanied by the corresponding Person Correlation Coefficients (PCCs).
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the interface of the disordered proteins compared to the whole
proteins, and should not be present in the interfaces of structured
proteins. Moreover, we also computed correlations between the
per residues area of the interface and content of the disordered
protein-binding residues in the protein monomers that bind RNA
and DNA and their interfaces. As expected, these values are low
(PCC values range between 0.18 and 0.27) because these interfaces
are not for the protein binding.

4. Discussion

This study represents results of the first large scale analysis of
the peculiarities of surface and interface areas for over 5600 dis-
similar (below 50% sequence similarity) proteins with known 3D
structures and involved in interaction with proteins, DNA, and
RNAs, with the major focus on delineating differences between
binding regions (interfaces) of ordered proteins and IDPs. The anal-
ysis of 5306, 213, and 139 protein-, DNA-, and RNA-binding pro-
teins revealed that the size of the protein surface area is highly
correlated with protein length when considering disordered, struc-
tured, and all binding proteins across protein, DNA and RNA inter-
actions. On the other hand, the size of the interface area is only
modestly correlated with the protein size, except for RNA-
binding proteins, where larger disordered or structured proteins
are characterized by larger binding interfaces. We also show that
the IDPs with disordered interfaces are characterized by the signif-
icantly larger per-residue surface areas and per-residue interface
areas when compared to those of structured proteins. Since these
observations are applicable for all the binding proteins; i.e., for
all the proteins involved in interaction with other proteins, DNA,
and RNA, we can conclude that irrespectively of their binding part-
ners, disordered proteins and binding regions are less compact and
more likely to assume extended shape.

Our results can be used to predict, based on the known struc-
ture of a complex, whether a given protein involved in the forma-
tion of a complex with DNA, RNA or protein is likely to be
disordered in its non-bound monomeric form. Our empirical anal-
ysis shows that this can be accomplished with high accuracy at
well over 90%. Cases for which per-residue surface and interface
areas are large and farther from the dividing line (Fig. 4) corre-
spond to proteins for which unbound monomers are more likely
to be disordered. On the other hand, proteins with relatively low
values of these per-residue areas (about 60 or below), which are
closer to the point of origin, are likely to be structured (Fig. 4).

Our results also point to the importance of the intrinsic disorder
when analyzing and predicting protein–DNA, protein–RNA, and
protein–protein interactions in silico. We show that binding
regions are vastly different between structured and disordered
monomers, which may require recalibration of the docking proto-
cols and scoring functions (knowledge-based potentials) that are
currently used to quantify binding affinity [62]. Some of the new
methods that predict sites of protein–protein interactions already
utilize information about putative intrinsic disorder [63].
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