A divide and conquer method for learning large Fuzzy Cognitive Maps
Wojciech Stach*, Lukasz Kurgan, Witold Pedrycz
Department of Electrical and Computer Engineering, University of Alberta, Edmonton, Canada
Received 25 June 2009; received in revised form 26 January 2010; accepted 9 April 2010
Available online 8 May 2010

Abstract
Fuzzy Cognitive Maps (FCMs) are a convenient tool for modeling and simulating dynamic systems. FCMs were applied in a large number of diverse areas and have already gained momentum due to their simplicity and easiness of use. However, these models are usually generated manually, and thus they cannot be applied when dealing with large number of variables. In such cases, their development could be significantly affected by the limited knowledge and skills of the designer. In the past few years we have witnessed the development of several methods that support experts in establishing the FCMs or even replace humans by automating the construction of the maps from data. One of the problems of the existing automated methods is their limited scalability, which results in inability to handle large number of variables. The proposed method applies a divide and conquer strategy to speed up a recently proposed genetic optimization of FCMs. We empirically contrast several different designs, including parallelized genetic algorithms, FCM-specific designs based on sampling of the input data, and existing Hebbian-based methods. The proposed method, which utilizes genetic algorithm to learn and merge multiple FCM models that are computed from subsets of the original data, is shown to be faster than other genetic algorithm-based designs while resulting in the FCMs of comparable quality. We also show that the proposed method generates FCMs of higher quality than those obtained with the use of Hebbian-based methods.
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1. Introduction
Fuzzy Cognitive Maps (FCMs) [19] are a tool for modeling dynamic systems, which combine elements of neural networks and fuzzy logic. They were introduced as an extension of Cognitive Maps [2], and originally applied to problems concerning political science. Their main advantages are flexibility and adaptability to a given domain [1]. In addition, FCMs come with a convenient graph representation, in which concepts are represented as nodes and weighted edges represent knowledge about associations between the concepts. This technique is particularly suitable to qualitative rather than quantitative models. Quantitative modeling often is not suitable to describe complex systems with strong nonlinearities and unknown physical behavior [4]. Being a qualitative approach, FCMs are free from most of the drawbacks that are inseparable with quantitative modeling. FCMs were applied to a significant number of domains such as engineering, medicine, political sciences, earth and environmental sciences, economics and management, etc. see e.g., [1]. Examples of specific applications include medical diagnostics [15,16], medical decision making [26], analysis...
of electrical circuits [39], failure modes effects analysis [28], fault management in distributed networks [23], modeling of complex technological systems [41], modeling of software development project [31,36], time-series prediction [38], trust dynamics analysis in virtual enterprises [43], renewable energy system efficiency improvements [21], business process reengineering [44], and many others. The scope and range of the applications demonstrate usefulness of this method and motivate further research in this area.

There are two main groups of approaches to develop FCMs, namely (a) using an expert knowledge about the domain of application (deductive modeling) and (b) using learning algorithms to establish FCMs based on historical data (inductive modeling) [30]. Even though the methods from the first group are well-established, they suffer from several important drawbacks. Firstly, they require domain knowledge that has to be supplemented by expertise in FCM methodology. Also, since the entire model has to be comprehended by a human expert, the application of these methods is limited to relatively simple systems, i.e., the human-developed maps usually consist of 5–10 nodes [34]. Mutual relationships among a large number of concepts are hard to comprehend, analyze, and quantify, which results in substantial difficulties in the construction of the corresponding maps. Secondly, the models obtained from these methods are based entirely on human expertise and relevant tools to represent it in the form of the corresponding map. This results in difficulties to complete an unbiased assessment of the accuracy of these models [30]. The abovementioned drawbacks motivated the development of automated and semi-automated approaches for learning FCM models. We refer to this group of development strategies as computational methods and they are classified as inductive modeling methods.

One of the recently investigated methods used in automated learning of FCMs from data is based on real-coded genetic algorithm (RCGA) [34,35]. This method does not require human intervention and provides high quality models that are generated from historical data. Another advantage of this method, which is especially useful in the context of the divide and conquer approach proposed in this paper, is the ability to use various strategies to subdivide the input data to speed up the learning process [34,35]. However, one of the main disadvantages of RCGA is its mediocre scalability as the number of parameters to be established grows quadratically with the size of the FCM model (number of nodes). This is because the genetic optimization applied to this modeling is time consuming especially when dealing with large number of variables. At the same time, in some areas such as systems biology [29], the underlying networks that could be modeled with FCMs are large and consist of at least several dozens of nodes. These issues call for the development of learning approaches that would be fast enough to be applied to larger systems while still assuring generation of high quality models. Therefore, we propose a novel approach to speed-up the learning process based on a divide and conquer strategy. We provide a comprehensive suite of empirical experiments that compare several designs, which include two solutions based on parallelization of the genetic algorithm and two FCM-specific methods that sample the input data, to analyze trade-offs between the learning time and the quality of the generated FCM models. The proposed method, which computes the model by learning and combining multiple FCMs developed from subsets of the input data, is shown to be the fastest among the genetic algorithm based approaches. At the same time, the quality of the generated models is comparable with the quality of models computed when parallelizing the genetic algorithm and when using the sequential RCGA method. We also compare these designs with the existing methods that are based on Hebbian learning. Although the Hebbian based methods scale well to large problems, we show that they generate models of lower quality.

This paper is organized as follows. Section 2 presents some background material on Fuzzy Cognitive Maps including methods supporting their development. In Section 3, we provide motivation and introduce the proposed algorithm. Section 4 presents experimental results along with their analysis. Section 5 provides some conclusions and outlines future research directions.

2. Background

2.1. Fuzzy Cognitive Maps

Proposed in 1986 by Kosko [19], Fuzzy Cognitive Maps (FCMs) are a class of discrete-time artificial neural networks. They represent knowledge in a symbolic manner and relate states, variables, events, outputs and inputs using a cause and effect approach. Each of FCM’s edges is associated with a weight value that reflects the strength of the corresponding relation. This value is usually normalized to the interval $[-1,1]$. Positive values describe promoting effect, while negative ones describe inhibiting effect. The value of $-1$ represents full negative, $+1$ full positive and 0 denotes neutral relation.
Fig. 1. Example FCM model for software development projects. Left panel shows the FCM graph and right panel shows the corresponding connection matrix.

Other values correspond to different intermediate levels of the causal effect. The graph representation is equivalent to a square matrix, called connection matrix, which stores all weight values of edges between corresponding concepts. Fig. 1 shows a simple example of FCM (graph and connection matrix) that models software development project [31].

In FCMs, each node quantifies a degree to which the corresponding concept in the system becomes active at a particular iteration. This value, called activation level, is a number located in the [0,1] interval where 0 denotes no activation, whereas 1 represents full activation. For a given concept, the activation level is determined by taking into account the activation levels at the previous iteration of all other concepts that exert influence on it:

\[ \forall j \in \{1,\ldots,N\}, \quad C_j(t + 1) = f \left( \sum_{i=1}^{N} e_{ij} C_i(t) \right) \]  

(1)

where \( C_j(t) \) is the activation level of \( j \)th concept at iteration \( t \); \( e_{ij} \) the strength of relation from concept \( C_i \) to concept \( C_j \); \( f \) the transformation function.

The transformation function is used to reduce unbounded weighted sum to a certain range. The normalization hinders quantitative analysis, but, at the same time, it allows for a comparative analysis of activation levels of the concepts.

A snapshot of the activation levels of all nodes at a particular iteration defines the system state. It can be conveniently represented by a vector, called state vector, which consists of the nodes’ activation values. Initial state vector refers to the system state at the first iteration. Successive states are calculated by iterating over \( t \) in (1).

The results produced by the map directly depend on the type of transformation function. Discrete-output functions lead the simulation into either hidden pattern (fixed-point attractor) or limit cycle. The former term refers to a scenario, in which the state vector is kept unchanged after a certain number of iterations. Limit cycle describes a situation, in which the system keeps cycling between certain states. When the transformation function is continuous, the system may produce fixed-point attractor, limit cycle, and chaotic attractor, in which case different state vectors are computed in successive iterations.

The development methods for Fuzzy Cognitive Maps are designed for learning the connection matrix, i.e., casual relationships (edges), and their strength (weights) based on available historical data. In this case, the expert is substituted by historical data and the underlying learning algorithm using which we estimate the entries of the connection matrix. Several algorithms for automated, inductive learning of FCMs have been recently proposed. In general, two learning paradigms are used, that is Hebbian learning and genetic algorithms. Table 1 summarizes the main features of the learning approaches. The comparison is made based on several factors, such as the learning goal, involvement of a domain expert, usage of historical data, and learning strategy type. We observe that all methods, except BDA [14], were designed for FCMs that utilize continuous transfer function, which leads to a more generic solution. Also, one of the learning methods, GS [22], aims at learning an initial vector rather than the connection matrix, which is the goal of the proposed approach. The GS and PSO [27] methods require multiple sequences of state vectors, which may not be available in some domains. They also require longer learning. Finally, most of the methods were developed and tested only with small FCMs that include several concepts. Only the RCGA method was successfully used to generate FCMs when more than 20 concepts were considered. The contents of Table 1 and the above discussion suggest that the two
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Reference</th>
<th>Learning goal</th>
<th>Human intervention</th>
<th>Type of data used(^a)</th>
<th>Transformation function</th>
<th>No. of nodes</th>
<th>Learning algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>DHL</td>
<td>[9]</td>
<td>Connection matrix</td>
<td>No</td>
<td>Single</td>
<td>N/A</td>
<td>N/A</td>
<td>Hebbian</td>
</tr>
<tr>
<td>NHL</td>
<td>[25]</td>
<td>Connection matrix</td>
<td>Yes and No(^b)</td>
<td>Single</td>
<td>Continuous</td>
<td>5</td>
<td>Modified Hebbian</td>
</tr>
<tr>
<td>DD-NHL</td>
<td>[37]</td>
<td>Connection matrix</td>
<td>Yes and No(^b)</td>
<td>Single</td>
<td>Continuous</td>
<td>5</td>
<td>Modified Hebbian</td>
</tr>
<tr>
<td>AHL</td>
<td>[24]</td>
<td>Connection matrix</td>
<td>Yes and No(^b)</td>
<td>Single</td>
<td>Continuous</td>
<td>8</td>
<td>Modified Hebbian</td>
</tr>
<tr>
<td>GS</td>
<td>[22]</td>
<td>Initial vector</td>
<td>No</td>
<td>Multiple</td>
<td>Continuous</td>
<td>7</td>
<td>Genetic</td>
</tr>
<tr>
<td>PSO</td>
<td>[27]</td>
<td>Connection matrix</td>
<td>No</td>
<td>Multiple</td>
<td>Continuous</td>
<td>5</td>
<td>Swarm</td>
</tr>
<tr>
<td>RCGA</td>
<td>[34]</td>
<td>Connection matrix</td>
<td>No</td>
<td>Single</td>
<td>Continuous</td>
<td>4,6,8,10</td>
<td>Genetic</td>
</tr>
<tr>
<td>Parallel RCGA</td>
<td>[33]</td>
<td>Connection Matrix</td>
<td>No</td>
<td>Single</td>
<td>Continuous</td>
<td>10, 20, 40, 80</td>
<td>Parallel genetic</td>
</tr>
<tr>
<td>Divide and conquer RCGA</td>
<td>This paper</td>
<td>Connection matrix</td>
<td>No</td>
<td>Single</td>
<td>Continuous</td>
<td>5, 10, 20, 40</td>
<td>Genetic</td>
</tr>
</tbody>
</table>

\(^a\)Single—historical data consisting of one sequence of state vectors, Multiple—historical data consisting of several sequences of state vectors, for different initial conditions.

\(^b\)Initial human intervention is necessary but later when applying the algorithm there is no human intervention needed.
best choices to implement scalable methods for learning FCMs are RCGA and Hebbian methods; the latter methods are very fast and should scale well to larger sizes of the maps.

Hebbian-based methods use available data and a learning formula, which is based on several modifications of Hebbian law that resulted in different algorithms listed in Table 1, to iteratively adjust FCM weights. The weights are being adjusted until the stopping criterion, which is based on constraints imposed on some or all nodes, is satisfied. As a result, these methods do not aim at finding a model that would mimic the entire available training data, but rather at finding a model that would converge to a given stable state (fixed-point attractor). They are very fast since they do not include computationally expensive calculations. On the other hand, genetic-based learning has been oriented towards finding models that mimic the input data, but they use optimization techniques that are computationally quite demanding. Fig. 2 shows a high-level diagram of the RCGA learning method.

The RCGA method develops an FCM model (called candidate FCM) using the input data that are given as time series and that consist of a sequence of state vectors that describe a given system at consecutive discrete time moments (iterations). All data points are normalized to the [0,1] range and correspond to the degree of presence of a given concept at a particular iteration. Since FCM can be fully represented by its connection matrix, the learning goal is to establish $N^2$ parameters, where $N$ denotes the number of concepts. They reflect weighted values of mutual relations between the concepts. The learning module uses genetic optimization (real-coded genetic algorithms described in the next section) and the input data to find these values. The learning objective is to generate the same state vector sequence from the candidate FCM for the same initial state vector, as it is defined in the input data. At the same time, the candidate FCM generalizes the inter-relations between concept nodes, which are inferred from the input data. Therefore, it allows
performing simulations from different initial state vectors and, based on their results, to draw conclusions about the modeled system. A comprehensive overview of the learning methods can be found in [30].

Our main objective is to construct a method of better scalability when compared with scalability of other existing methods while maintaining high quality of the solution provided by it. Among the methods listed in Table 1, we selected RCGA approach as the basis for our design since this method is characterized by generation of high quality FCM models from data [34], and since it can be easily adopted for parallelization [33] and for other approaches that accelerate the learning process. More specifically, we apply an FCM-specific approach to speed-up the learning in which we combine together several FCM models that are computed from subsets of the data to generate the final FCM model. We compare our approach with two representative Hebbian-based methods, NHL [25] and a recently introduced DD-NHL [37], as well as with the parallelized RCGA [33]. Besides the existing parallel implementation of the RCGA, our comparative study also includes a parallelization method based on multiple population parallel GAs.

2.2. Genetic algorithms

Genetic algorithms (GAs) are optimization tools, which origins come from the biological realm, i.e., they guide a population of solutions (chromosomes) that evolves over time using operators inspired by evolutionary biology, such as mutation, selection, and crossover. Each chromosome represents a solution to a given problem and its quality is quantified by a fitness value computed using a problem-dependent fitness function. The GAs usually start from a randomly generated population, which is modified and evolves over generations. In each generation, a new population is formed by using genetic operators and by exploiting fitness values of the chromosomes. The idea is to produce better solutions to the problem over the successive generations. GAs come with several advantages like broad applicability, ease of use, and ability to provide global solutions. The detailed information about GAs can be found in [11,8].

Several extensions to the generic GAs have been introduced. One of them, called real-coded genetic algorithms (RCGA), is used to implement method for learning FCMs. RCGA is a floating-point extension to basic genetic algorithms, which means that RCGA represents chromosomes as floating-point vectors, instead of binary vectors being used in the “classical” GAs. This makes RCGA more effective in tackling optimization problems with continuous variables. Although RCGA requires revising the genetic operators to handle floating-point values, the main principles of this GA technique and the classical GA are the same. A comprehensive review of the RCGA approach is presented in [12].

GAs are slow because of their inherently high computational complexity. However, they are relatively easy to parallelize, and several approaches that address the problem of scaling up GAs through parallelization have been developed. Generally speaking, these approaches can be divided into those that use a single population and those that use several subpopulations. Four main paradigms that are applied to parallelize GAs include [18,6]:

- global single-population master slave—a single population is maintained but the evaluation of fitness is performed by multiple processors;
- single-population fine-grained—a single population is maintained, but selection and crossover are restricted to a small neighborhood, yet some interaction among all the individuals is allowed;
- multiple-population coarse-grained—instead of maintaining a single population, in this approach several subpopulations exist and they occasionally exchange individuals
- hybrid models—combine some elements from the above three paradigms

Among the above four choices, the two most popular are global single-population master slave and multiple-population coarse-grained [5]. The former one, despite being very simple, has been shown to be very efficient [18,6]. The implementation usually follows the master–slave framework, where the master stores the population and the slaves evaluate the fitness of possible solutions. This is performed by assigning a fraction of the population to each of the available processors, see Fig. 3. The master stores the population, executes the GA operations, and distributes individuals to the slaves. The slaves evaluate the fitness of the individuals. Communication between processes occurs only when slaves receive a subset of individuals to evaluate and when they return the fitness values to the master process. In this approach, the underlying computer architecture is not constrained by any special requirements. This approach also does not affect the behavior of the genetic algorithm since no additional restrictions are imposed on the genetic operators such as crossover or selection. The second approach, which is based on multiple populations uses of a few relatively large subpopulations that exchange individuals (chromosomes), which is called migration, see Fig. 4. Each
Fig. 3. Master–slave parallel GA architecture. Arrows describe assignment of chromosomes to slave processes for fitness function calculation.

Fig. 4. Multiple-population parallel GA. Nodes correspond to subpopulations, whereas arrows show how the subpopulations exchange chromosomes.

subpopulation, denoted here by a circle, is executed as a standard GA and there is (infrequent) communication between the populations. In this example, the populations are arranged in a ring, but a few other communication topologies have been used [18,6].

3. Motivation and proposed approach

Although the RCGA method [34] was reported to be effective in terms of the quality of generated FCM models, the learning process, which utilizes genetic optimization, is time consuming, especially when applied to large maps that have dozen or more concepts. The reason behind it is the quadratic growth of the number of parameters that have to be optimized when compared with the system’s size expressed by the number of concepts. Given a system that consists of \( N \) concepts, the corresponding FCM would be defined by \( N^2 \) parameters which express mutual relationships between all possible pairs of concepts. In addition, genetic optimization is time consuming when applied to problems with large number of variables. As a result, using a desktop PC the RCGA method could be used to learn FCMs which consist of up to 10 concepts, which limits the applicability of this learning method. Moreover, recently proposed extension to generic FCMs, the higher-order fuzzy cognitive maps [32], requires even more parameters to be established during the learning process. One of the straightforward solutions that would provide the speed-up is to parallelize the RCGA algorithm,
which was attempted in [33]. While conceptually simple, such approach does not take advantage of properties of FCMs that could potentially provide even further improvements. To this end, the following two goals are addressed:

- We propose a time-efficient method for learning FCMs based on RCGA and a divide and conquer strategy. The proposed method utilizes FCM-specific architecture in which we divide the input data into subsets, learn an FCM model from each subset and, finally, merge these models to generate the solution.
- We test and compare the new RCGA learning method with implementations based on straightforward parallelization of RCGA algorithm. We analyze the trade-off between the speed-up and the quality of the generated maps based on experiments with synthetic FCMs that consist of 5, 10, 20, and 40 concepts, as well as with a relatively large real-world FCMs that consists of 8, 12, 13, and 24 concepts.

In our recent work we used global single-population master slave method to parallelize the RCGA algorithms [33]. The reported results showed that learning of FCMs on eight processors was four times faster than the sequential learning, i.e., 2:1 ratio between the speed up and the number of processors used was achieved. In this work, we investigate whether an FCM-specific design could provide more significant improvements. The motivation to divide the input data into subsets comes from the linear relation between the number of calculations required to evaluate the fitness function, which is the most time-consuming part of the RCGA optimization, and the length of the input data. Therefore, reduction of the length of the input data could provide a linear decrease in the execution time when using a multiprocessor architecture (each sub-problem would be solved on a different processor). This could potentially provide a better speed-up than the abovementioned improvement observed when parallelizing the RCGA algorithm.

Fig. 5 presents a high-level diagram of the proposed method. The two core modules are Data Divider and FCMs fusion.

Data Divider takes the input data, given as discrete time-series, and splits it into subsets that are used to learn the submodels. Various strategies could be implemented by taking advantage of inherent properties of FCMs. Firstly, the data may be divided into \( S \) non-overlapping contiguous subsets (intervals) where \( S \) is the number of available processors. Secondly, the split may be done as above except that the subsets would overlap to assure better similarity.
and potentially better quality) between the submodels. Thirdly, as the RCGA method can use any two subsequent data points to learn FCMs, the subsets can be obtained by random sampling of the data point pairs. Finally, the random sampling with replacement could be used. The motivation for the latter case is the same as for the second strategy. While these strategies are computationally equivalent (strategies 1 and 3, and 2 and 4 would use the same number of input data point pairs), the first two strategies may result in generating submodels that overfit their corresponding input intervals. On the contrary, the latter two random sampling-based strategies include data points that cover the entire input time-series. Their submodels should better generalize to describe the entire input time series and this is why we concentrate on these two strategies. We empirically investigate the impact of the amount of overlap between the subsets (when allowing for the replacement) on the trade-off between the amount of computations and the quality of the learned FCM model.

Each of the data subsets is used to generate a separate submodel. This process involves running, in parallel, \( S \) independent experiments using **RCGA learning module**. Therefore, the learning modules do not exchange chromosomes in our method—there is no migration. Each experiment takes a given data subset and establishes the corresponding submodel using the RCGA learning module. This module exploits RCGA to develop a model which, when simulated, mimics the input data subset. This corresponding optimization problem requires establishing \( N^2 \) parameters for a system that is compound of \( N \) concepts. Consequently, the chromosome structure is defined \( \hat{\mathbf{E}} = [e_{11}, e_{12}, e_{13}, \ldots, e_{1N}, e_{21}, e_{22}, e_{23}, \ldots, e_{2N}, \ldots, e_{NN}]^T \) where \( e_{ij} \) is the relationships strength between \( i \)th and \( j \)th concept. The RCGA maintains the population of chromosomes that represent solutions to the learning problem and which evolve with time by employing genetic operations, such as selection, crossover, and mutation [12]. Fitness function (or fitness, for short) evaluates chromosome’s quality, and is defined by taking advantage of an inherent property of FCM execution model. More specifically, the state of a given FCM at each iteration, except for the initial one, depends only on the immediately preceding state. In other words, FCM does not have memory. This observation allows breaking the input data into pairs (initial vector, system response), in which the former is a system state at given iteration \( t \), and the latter stands for system state at immediately succeeding iteration \( t + 1 \). The fitness function is expressed as [35]

\[
f = \frac{1}{\beta \cdot \sum_{t=1}^{K-1} \sum_{n=1}^{N} (C_n(t) - \hat{C}_n(t))^2 + 1}
\]

where \( C(t) = [C_1(t), C_2(t), \ldots, C_N(t)] \) is the given system response for \( C(t-1) \) initial vector; \( \hat{C}(t) = [\hat{C}_1(t), \hat{C}_2(t), \ldots, \hat{C}_N(t)] \) the candidate FCM response for \( C(t-1) \) initial vector; \( K \) the number of input data points (observations); \( N \) the number of concepts; \( \alpha, \beta \) the positive scaling constants.

The fitness function exploits \( K - 1 \) single-step simulations of the candidate FCM, and compares each result with the corresponding given data.

**FCMs fusion module** merges the submodels. The subject of combining multiple FCMs into a single model is described in literature in the context of deductive modeling [1]. The simplest method is to establish the candidate FCM by averaging the corresponding relationship values (weights) across all the submodels. Using the FCM matrix representation, this is carried out by calculating averages of the corresponding cells across all the submodels. This method can be augmented by adding credibility (confidence) coefficient to each submodel, which results in computing weighted average of the weights. The coefficients can be calculated using in-sample error value, i.e., difference between the actual data and the data simulated using a given submodel. The in-sample error values quantify the quality of the submodels. Consequently, higher credibility is assigned to submodels with lower in-sample error value, and vice versa. Specifically, given \( S \) submodels and their in-sample values, the fusion is carried out using the following expression:

\[
e_{ij} = \frac{\sum_{s=1}^{S} cr_s \cdot e_{sij}^t}{\sum_{s=1}^{S} cr_s}
\]

where \( cr_s \) is the credibility of \( s \)th submodel (calculated as 1-in-sample error of the submodel); \( e_{sij}^t \) the weight between concept \( C_i \) and \( C_j \) in \( s \)th submodel.

We decided to use the in-sample error since the number of points for learning of each submodels decreases along with increasing the number of submodels and since an insufficient size of input data may result in poor quality of learning using RCGA [35]. Therefore, we used the entire input data instead of splitting them into the training and validation parts.
The trade-offs between using different parallelization paradigms and different methods for learning from data subsets are investigated using a set of empirical tests.

4. Experimental setup

The hardware used to execute the experiments is a state-of-the-art 12-way IBM p570 server powered by POWER5 processors. The code has been written in C++ using OpenMP, which is an application programming interface that supports multi-platform shared memory multiprocessing.

4.1. Evaluation criteria

There are three evaluation measures used in the experiments:

- **Execution time** evaluates a given learning algorithm in terms of the time that is needed to complete learning which is expressed in seconds. This measure does not include the time to load the input data and to perform model evaluation.
- **In-sample error** evaluates capability of the learned model to reconstruct the input data used for learning. In other words, this criterion measures the performance of the model on the previously seen data. It is defined as the difference between the input data and data generated by simulating the candidate FCM from the initial state vector for the input data. The criterion is defined as a normalized average absolute error between corresponding concept values at each iteration between the two sequences of state vectors [34]

\[
in-sample\ error = \frac{1}{(K - 1) \cdot N} \sum_{t=1}^{K-1} \sum_{n=1}^{N} |C_n(t) - \hat{C}_n(t)| \tag{4}
\]

where \(C_n(t)\) is the value of node \(n\) at iteration \(t\) in the input data; \(\hat{C}_n(t)\) the value of node \(n\) at iteration \(t\) from simulation of the candidate FCM; \(K\) the number of input data points; \(N\) the number of nodes.

- **Out-of-sample error** evaluates generalization capabilities of the candidate FCM. To compute this criterion, both the input model and the candidate FCMs are simulated from 10 randomly chosen initial state vectors. Therefore, the candidate FCM is evaluated on new data that were not used for learning. This measure, similarly to the in-sample error, is normalized and expressed as an average error per concept per iteration. In particular, (3) is used for each simulation to compare state vector sequences generated by the input and the candidate FCM, and an average of these values is computed [34].

\[
out-of-sample\ error = \frac{1}{P \cdot (K - 1) \cdot N} \sum_{p=1}^{P} \sum_{t=1}^{K-1} \sum_{n=1}^{N} |C^p_n(t) - \hat{C}^p_n(t)| \tag{5}
\]

where \(C^p_n(t)\) is the value of a node \(n\) at iteration \(t\) for data generated by input FCM started from \(p\)th initial state vector; \(\hat{C}^p_n(t)\) the value of a node \(n\) at iteration \(t\) for data generated by candidate FCM started from \(p\)th initial state vector; \(K\) the number of input data points; \(N\) the number of nodes; \(P\) the number of different initial state vectors.

The first criterion is used to test the speed-up in execution time, whereas the other two are used to evaluate the quality of simulations provided by the developed FCMs. They are consistent with the criteria reported in [34].

4.2. Data sets

We have used both synthetic and real-world data. In the first scenario, the data for each experiment were obtained by simulating randomly generated FCM models starting from a random initial vector. We grouped our experiments based on FCM’s size that includes 5, 10, 20, and 40 concepts. Each test was executed in sequential fashion, as well as in parallel using 2, 4, and 8 processors. Additionally, we generated five independent input data for every setup where each input data includes 40 points. The in-sample results were averaged over the five inputs and for each of the four FCM sizes, four parallelization architectures, and each learning method under consideration. For each setup the out-of-sample data have been generated by simulating the models from 10 random initial vectors.
In the second scenario, four real-world maps reported in literature were used. We concentrated on relatively large maps considering that a recent survey shows that an average size map does not exceed a dozen of concepts [34]. We selected four maps that describe a model of a control process system (eight concepts) [40], a model of deforestation in the Brazilian Amazon (12 concepts) [17], factors affecting slurry rheology (13 concepts) [3], and factors in the adoption of educational software in schools (24 concepts) [13]. These models were simulated from initial vectors suggested in the original references or from a random initial vector in case the initial vector was not provided. Similarly to experiments with the synthetic data, the out-of-sample error was computed by simulating the original and the learned models from 10 randomly chosen initial vectors.

4.3. Learning methods under consideration

We have compared six learning methods:

- **Single population**: This is a parallelized version of RCGA learning method [33], in which the learning module has been implemented using global single-population master slave GAs. Each slave process executes on a separate processor and evaluates fitness function of a given subset of individuals.

- **Divide and conquer**: In this approach, the Data Divider module divides the input data without replacement. Therefore, if the input data length is \( K \) and the number of available processors (the same as the number of submodels) is \( S \), then each experiment uses \( K/S \) data points to learn a given submodel.

- **Divide and conquer with oversampling**: In this case the Data Divider module selects the input data pairs with replacement. We allow \( O\% \) (oversampling coefficient) data points to be used twice to learn different submodels. Therefore, if the input data length is \( K \), the number of submodels is \( N \), and the oversampling coefficient is \( O \), then each experiment uses \( (K + O\% \times K)/N \) data points to learn corresponding submodel. In our experiments we used different values of \( O \), which include 25, 50, and 75, to analyze its influence on the evaluation measures.

- **Multiple population**: This is a parallelized version of RCGA learning method, in which the learning module has been implemented using multiple-population coarse-grained GAs. The number of populations is equal to the number of available processors, and each population is maintained on a designated processor. We used the design from Fig. 4 to perform migration among subpopulations involving top 10\% of chromosomes after each 1000 iterations. These values were selected experimentally by taking into account convergence to final solution and the learning time.

- **NHL**: This is one of the Hebbian-based learning methods [25]. This learning algorithm takes the initial FCM and initial values of all concepts and iteratively updates the model using modified Hebbian law until the desired map is found. The initial FCM is generated randomly. This method outperforms all GA-based in terms of the execution time and thus it does not require parallelization.

- **DD-NHL**: This is the most recently introduced extension to Hebbian-based learning approach [37]. It extends NHL method by using historical data of the input concepts to provide improved quality of the learned FCMs. Similarly as NHL, DD-NHL outperforms all GA-based methods in terms of the execution time and thus it was not parallelized. Although when compared with NHL, DD-NHL improves the quality of the produced maps [37], our results show that the quality is still substantially lower than the quality of maps generated with the RCGA method.

For the proposed “divide and conquer” and “divide and conquer with oversampling” methods, we report results for experiments with random divisions of input data in the Data Divider module as they gave better results than the results obtained when dividing the input data into contiguous intervals. Also, slightly better results were obtained when the model merging in the FCMs Fusion module was carried out using weighted average based on in-sample error for each submodel (when compared with using the average), see Section 3 for details. In the remaining four approaches we do not split the input data into subsets during the learning.

5. Results

Table 2 summarizes the experimental results and presents the three quality criteria for the six learning methods run with varying number of processors. Columns with 5, 10, 20, and 40 nodes correspond to experiments with synthetic data, whereas columns with 8, 12, 13 and 24 nodes to experiments with the real-life model. The columns with execution time and in-sample error are averaged over five independent experiments performed with each setup, whereas the
Table 2
Summary of experimental results.

<table>
<thead>
<tr>
<th>Proc. Execution time (s)</th>
<th>In-sample error</th>
<th>Out-of-sample error</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 nodes</td>
<td>1061 ± 0.0045</td>
<td>0 ± 0.0013</td>
</tr>
<tr>
<td>8 nodes</td>
<td>222 ± 0.0021</td>
<td>0 ± 0.0013</td>
</tr>
<tr>
<td>10 nodes</td>
<td>460 ± 0.0032</td>
<td>0 ± 0.0013</td>
</tr>
<tr>
<td>12 nodes</td>
<td>920 ± 0.0018</td>
<td>0 ± 0.0013</td>
</tr>
<tr>
<td>13 nodes</td>
<td>1392 ± 0.0021</td>
<td>0 ± 0.0013</td>
</tr>
<tr>
<td>20 nodes</td>
<td>5634 ± 0.0055</td>
<td>0 ± 0.0013</td>
</tr>
<tr>
<td>24 nodes</td>
<td>1466 ± 0.0032</td>
<td>0 ± 0.0013</td>
</tr>
<tr>
<td>40 nodes</td>
<td>3186 ± 0.0049</td>
<td>0 ± 0.0013</td>
</tr>
</tbody>
</table>

Rows show different learning methods, whereas columns correspond to different evaluation criteria. Each cell includes the average value followed by the standard deviation shown below using smaller fonts.
out-of-sample error was additionally averaged over 10 independent experiments performed with different initial vectors. Each cell includes two values, the average and the corresponding standard deviation.

5.1. Execution time

The fastest methods are those based on the Hebbian learning, i.e., NHL and DD-NHL. They learn the connection matrix weights based on a simple formula that performs local adjustments that quickly converge into the final solution. From among the four other methods which use genetic optimization the divide and conquer RCGA approach outperforms both single and multiple population GAs. When compared with the sequential learning on a single processor, the gain of the computational time is, on average, 86% and 79% for the divide and conquer RCGA without and with 50% oversampling, respectively, when using eight processors. In the case of the two other methods, i.e., the single and the multiple populations, the gain between the sequential implementation and when eight processors are used is approximately 70%. We also observe that doubling the number of processors results in almost 50% (between 46% and 50%) decrease of the execution time for the divide and conquer methods. On the other hand, we observe decreasing returns along with increasing the number of processors for both the single and multiple population GAs. For instance the decrease of the execution time for the single population GA when doubling the number of processors for 40-nodes FCM is 43% for two processors, 33% for four processors, and 30% for eight processors. This is due to the fact that the execution time that corresponds to the sequential constraints of performing genetic operations on population of chromosomes becomes a more significant part of the total execution time. The above overhead is caused by the situation where the fitness function evaluations performed in parallel are completed faster on larger number of processors [33]. For the multiple population GA, these numbers are 45%, 37%, and 24%, respectively. The decreasing return in this case stems from the fact that there is a non-linear relationship between the population size and the execution time [7], as well as the migration among subpopulations [6].

Overall, excluding the Hebbian-based methods, the two methods based on the divide and conquer approach to learn FCMs are better than the methods that parallelize genetic algorithms using either single or multiple population. Comparison of the execution time of the divide and conquer method without oversampling with the single population method on eight processors reveals that we can almost double the size of FCMs that are learned using the former method within the same amount of time. For instance, using the former method, learning of 40-nodes FCM takes 1424 s, whereas time needed to learn 24-nodes FCM using the latter method is 1246 s. The execution time increases by $O%$ on average for $O%$ oversampling when compared to the divide and conquer approach; this observation is consistent over all considered setups.

5.2. Learning quality

A few interesting conclusions are drawn when analyzing the in-sample errors. Firstly, both Hebbian-based methods perform relatively poorly when compared with all genetic-based approaches. The average in-sample error values over all experiments for these methods are 0.210 for the NHL method and 0.207 for the DD-NHL, while the average error equals 0.006 for the genetic-based methods. The error values for the Hebbian-based methods are similar across different map sizes suggesting that their in-sample error does not depend on the map size. Secondly, for the two methods based on the parallelization of GAs, the in-sample error increases along with increasing the map size. This is a non-linear, exponential type of relationship, which is consistent with conclusions on the RCGA learning reported in literature [33]. On the other hand, the in-sample error of these two methods does not depend on the number of processors, i.e., the maximal standard deviation across experiments with a fixed map size is 0.0005. This is also consistent with results reported in [33]. Finally, for the divide and conquer RCGA approaches without and with oversampling the in-sample error increases with increasing the map size. This error is substantially higher than the error obtained through parallelization of GAs even when considering results for two processors. On the other hand, the error does not grow as rapidly as in the case of the two methods that parallelize GAs. In contrast, when increasing the number of nodes from 5 to 10, the in-sample error increases by approximately 20%, and when doubling the map size subsequently, this ratio decreases to 3% for 40 nodes. This stems from the fact that models developed for larger maps are of lower quality compared to the baseline calculated as performance of a randomly chosen FCM, which does not depend on the map size [35]. Consequently, given any or zero improvement when compared to a random map the error rates are upper bounded by this value and the abovementioned ratio decreases towards the value of zero for very large maps. When
Table 3
Results of the t-test at 95% confidence level that compares the out-of-sample errors of all methods with the errors of the best performing multiple population method.

<table>
<thead>
<tr>
<th>Learning method</th>
<th># processors</th>
<th>FCM size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5  8  10  12  13  20  24  40</td>
<td></td>
</tr>
<tr>
<td>Single population</td>
<td>2</td>
<td>= = = = = = = =</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>= = = = = = = =</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>= = = = = = = =</td>
</tr>
<tr>
<td>Divide and conquer</td>
<td>2</td>
<td>= = = = = = + +</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>+ + + + + + + +</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>+ + + + + + + +</td>
</tr>
<tr>
<td>Divide and conquer with oversampling 25%</td>
<td>2</td>
<td>= = = = = = + +</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>= = + + + + + +</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>+ + + + + + + +</td>
</tr>
<tr>
<td>Divide and conquer with oversampling 50%</td>
<td>2</td>
<td>= = = = = = + +</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>= = + + + + + +</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>+ + + + + + + +</td>
</tr>
<tr>
<td>Divide and conquer with oversampling 75%</td>
<td>2</td>
<td>= = = = = = = =</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>= = = = = = + =</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>+ + + + + + + +</td>
</tr>
<tr>
<td>DD-NHL</td>
<td>1</td>
<td>+ + + + + + + +</td>
</tr>
<tr>
<td>NHL</td>
<td>1</td>
<td>+ + + + + + + +</td>
</tr>
</tbody>
</table>

Equality (=) represents statistically insignificant differences, whereas plus (+) denotes that multiple population method has led to statistically significantly better results.

Comparing the in-sample error for the divide and conquer approaches with either single or multiple population methods for the same map size, we note that the in-sample error is substantially higher and the difference increases along with increasing the number of processors. However, even for 40 nodes and eight processors, this value is significantly lower than the in-sample error for both Hebbian-based methods, i.e., 0.147 for method without oversampling and 0.135 with 50% oversampling vs. 0.185 for NHL and 0.205 for DD-NHL.

In order to facilitate analysis of the out-of-sample error, the statistical paired t-test analysis for all tested methods has been reported in Table 3. The purpose was to compare all other methods to the one that performed the best, i.e., multiple population, and analyze whether the obtained differences are statistically significant.

The differences between the single and the multiple population methods are shown to be insignificant across all experiments that include various numbers of processors and sizes of the maps. Divide and conquer approach without oversampling performs similarly to the best method for small maps and only in the case when two submodels are used, i.e., when two processors are utilized. Increasing the amount of the oversampling leads to improved results. When using the 50% oversampling the quality improves and the results are similar to the best results for all map sizes when using two processors and for smaller maps when using four processors. By increasing the oversampling to 75% the differences are statistically insignificant for all setups except one when using up to four processors. We observe that RCGA method provides higher quality models when more data points are available, which results in similar performance of the methods based on the parallelization of GA and the divide and conquer strategies.

For instance, when comparing the divide and conquer strategy with 50% oversampling to multiple population method for four processors and 10 nodes, the quality is comparable and the execution times equal 466 and 480 s, respectively. Comparison of the divide and conquer strategy without oversampling and the multiple population method for two processors and 20 nodes shows that the quality is comparable and the learning time is 1770 and 1888 s, respectively.
Fig. 6. Fitness value vs. time for the four methods that use genetic optimization. The experiments concern learning 40-nodes maps on four processors with the maximum number of iterations limited to 30,000.

Splitting the data into more processors results in a fewer input data points used to learn each submodel. This is particularly important in the context of learning maps with larger size, as in this case more data points is needed for learning in order to obtain high quality solution. As reported in our previous work [35], learning quality depends on the map size and the number of the available data points. Given a desired maximal in-sample error value, more data are needed for larger maps; detailed discussion is included in [35]. At the same time, the lower quality of the learned model is traded for the faster learning time. For example, the execution times equal 3784, 3676, 2140, and 1424 s when learning maps with 40 concepts on eight processors using single population, multiple population, divide and conquer with 50% oversampling, and divide and conquer without oversampling methods, respectively. Both Hebbian-based methods perform statistically significantly worse than the multiple population method (see Table 3) for all setups. When compared to the methods based on the genetic optimization the Hebbian-based method provide solutions with higher values of both in-sample and out-of-sample errors (see Table 2).

The out-of-sample error value decreases when the oversampling is used in the divide and conquer method. On average across all setups, adding extra 25% oversampling leads to 2–6% reduction in the out-of-sample error. The error reduction is within this range for all considered oversampling levels, i.e., 25%, 50%, and 75%. Also, it does not depend on the number of processors and, on average, it varies by as little as 2% when comparing configurations with two and eight processors.

5.3. Convergence

We also investigate differences with respect to the convergence to a final solution as a function of time. We analyze how fast the fitness value increases before reaching a plateau. Fig. 6 shows a sample plot that illustrates how the fitness value, which is inversely proportional to the in-sample error of the best-found solution, changes over the time of learning. Four methods were compared including single population, multiple population, divide and conquer without oversampling, and divide and conquer with 50% oversampling. This plot concerns experiments run on four processors and a map consisting of 40 nodes. The simulations were stopped by reaching the maximum number of iteration, which was equal to 30,000.

When comparing the single and the multi-population methods, the latter one converges faster and provides a better final solution as well as better solutions during the simulation, i.e., at the corresponding time points. Since these two methods always keep the best solution for the next iteration of the genetic algorithm evolution, the fitness function does not decrease over the time. Although the proposed methods based on the divide and conquer approach obtain
lower value of the fitness function calculated for the entire input data set (inversely proportional to the in-sample error), they provide models of similar quality in terms of the out-of-sample error, see Tables 1 and 2. This suggests that these models are capable of generalizing the solution.

We observe that although the fitness function value may fluctuate (decrease and increase) over the time when using the divide and conquer approaches, the overall convergence trend is clearly visible. The main reason for the fluctuations is the fact that the solution generated by the divide and conquer method is based on averaging several submodels. Fig. 7 shows how the convergence of individual submodels and the solution FCM change over the time. The fitness value of each submodel is higher than the fitness of the merged model because it is calculated only for a given subset of data that is used to learn this submodel. As the simulation proceeds and the fitness values of individual submodels become higher, the fitness value of the merged solution increases. Although the fitness value of individual submodels does not decrease over the time, the fitness value of the solution may decrease due to the averaging, as can be observed after approximately 3100 s.

6. Conclusions

We have proposed and tested a new, scalable approach to learn high quality Fuzzy Cognitive Maps from experimental data. Our goal is to propose the approach that would substantially speed up the learning process for large systems while maintaining high quality of the solutions.

The proposed method, which is based on a divide and conquer strategy, involves dividing input data into subsets, performing independent, parallel learning of submodels using RCGA method, and merging the submodels into a final model. The two different scenarios based on this approach have been investigated. In the first one the entire dataset is divided without oversampling, whereas in the second one oversampling is used to increase quality of the generated models as a trade-off of the increased execution time. The amount of the introduced oversampling could be used to control the trade-off between the learning time and quality of the generated model.

Overall, the quality of the maps generated by the divide and conquer method decreases with the increasing size of the maps and the number of processors used. The time to compute the maps increases with the increased size and it decreases when using more processors. Increasing the oversampling lowers the rate with which the error grows, but it also lowers the savings in the computational time. When compared with the single and the multiple population-based approaches, the divide and conquer method provides larger speed ups when using more processors and when considering increasing map sizes as a trade-off for higher error rates.
The experimental results performed on eight processors show that the method without oversampling is up to seven times faster than the sequential learning. With 50% oversampling, the proposed method is up to five times faster than the sequential learning. We also compared the proposed solution with other commonly used methods, such as single and multiple population parallelizations of the RCGA method. The divide and conquer strategy without oversampling is shown to be up to three times faster than both parallelization methods.

The quality of the FCM model, which is measured using out-of-sample error, learned using the proposed method decreases along with increasing the number of processors. Statistical significance tests that compare quality of the FCM models obtained with the divide and conquer methods and the single and multiple population parallelization methods reveal that the method without oversampling provides comparable solutions for maps of up to 20-nodes and using two processors when compared with the best performing multiple populations based method. The oversampling at 50% results in improving the quality of the generated maps, i.e., their quality is comparable to the quality of the models generated by the best performing method for maps including up to 40-nodes when using two processors and up to 10-nodes for four processors. The oversampling at 75% results in comparable results across virtually all setups for up to four processors. The tests also demonstrate that the proposed method generates FCM models of quality that is significantly better that the quality of models computed using Hebbian-based methods.
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