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Abstract

Knowledge Discovery and Data Mining is a very dynamic research and development area that
is reaching maturity. As such, it requires stable and well-defined foundations, which are well
understood and popularized throughout the community. This survey presents a historical overview,
description and future directions concerning a standard for a Knowledge Discovery and Data
Mining process model. It presents a motivation for use and a comprehensive comparison of several
leading process models, and discusses their applications to both academic and industrial problems.
The main goal of this review is the consolidation of the research in this area. The survey also
proposes to enhance existing models by embedding other current standards to enable automation
and interoperability of the entire process.

1 Introduction

... Knowledge Discovery is the most desirable end-product of computing. Finding new
phenomena or enhancing our knowledge about them has a greater long-range value than
optimizing production processes or inventories, and is second only to task that preserve our
world and our environment. It is not surprising that it is also one of the most difficult computing
challenges to do well ... Gio Wiederhold (1996).

Current technological progress permits the storage and access of large amounts of data at virtually
no cost. Although many times preached, the main problem in a current information-centric world
remains to properly put the collected raw data to use. The true value is not in storing the data, but
rather in our ability to extract useful reports and to find interesting trends and correlations, through
the use of statistical analysis and inference, to support decisions and policies made by scientists and
businesses (Fayyad et al., 199&).

Before any attempt can be made to perform the extraction of this useful knowledge, an overall
approach that describes how to extract knowledge needs to be established. Therefore, the focus of
this paper is not on describing the methods that can be used to extract knowledge from data, but
rather on discussing the methodology that supports the process that leads to finding this knowledge.
The main reason for establishing and using process models is to organize the Knowledge Discovery
and Data Mining (KDDM) projects within a common framework. The models help organizations
to understand the Knowledge Discovery process and provide a road map to follow while planning
and carrying out the projects. This in turn results in time and cost savings, and in a better
understanding and acceptance of such projects. The first step is to understand that such processes
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are not trivial, but rather involve multiple steps, reviews and iterations. To date, there have been
several attempts made to develop such models, with varying degrees of success. This paper
summarizes the state-of-the-art in this subject area, and discusses future research directions.

The main motivation for this paper is a lack of a comprehensive overview and comparison of
KDDM models. Although several models have been developed that have received broad attention
of both research and industrial communities, they have been usually discussed separately, making
their comparison and selection of the most suitable model a daunting task.

This survey is organized as follows. First, basic definitions concerning the Knowledge Discovery
domain, motivation for the existence of process models, and a historical overview are provided in
Section 2. Next, in Section 3, several leading models are reviewed and discussed. A formal
comparison of the models and their applications in both research and industrial context are
presented in Section 4. Finally, future trends in this area are discussed and conclusions are provided
in Sections 5 and 6, respectively.

2 KDDM process models

2.1 Terminology

There is a common confusion in understanding the terms of Data Mining (DM), Knowledge
Discovery (KD), and Knowledge Discovery in Databases (KDD). For this reason, the meanings of
these terms are first explained with references to definitions published in scientific literature. For
many researchers the term DM is used as a synonym for KD besides being used to describe one of
the steps of the KD process.

Data Mining concerns application, under human control, of low-level DM methods, which in turn
are defined as algorithms designed to analyze data, or to extract patterns in specific categories from
data (Klosgen & Zytkow, 1996).DM is also known under many other names, including knowledge
extraction, information discovery, information harvesting, data archeology, and data pattern
processing (Fayyad et al., 199&).

Knowledge Discovery is a process that seeks new knowledge about an application domain. It
consists of many steps, one of them being DM, each aimed at completion of a particular discovery
task, and accomplished by the application of a discovery method (Klosgen & Zytkow, 1996).
Knowledge Discovery in Databases concerns the knowledge discovery process applied to databases
(Klosgen & Zytkow, 1996).1t is also defined as a non-trivial process of identifying valid, novel,
potentially useful, and ultimately understandable patterns in data (Fayyad et al., 199®). This
definition is the most popular among the KD community, developed by revising the original
definition published by Frawley et al. (1991). It generalizes the application of the process to
non-database sources, although it emphasizes them as a primary source of data.

Knowledge Discovery and Data Mining concerns the KD process applied to any data source. The
term KDDM has been proposed as the most appropriate name for the overall process of KD
(Reinartz, 2002;Cios & Kurgan, 2005).

KDDM concerns the entire knowledge extraction process, including how the data is stored and
accessed, how to develop efficient and scalable algorithms that can be used to analyze massive
datasets, how to interpret and visualize the results, and how to model and support the interaction
between human and machine (Fayyad et al., 199&). It also concerns the support for learning and
analyzing the application domain. DM is always included as one of the steps in the KDDM process.

2.2  Motivation

The main motivation factor to formally structure the KDDM as a process results from an
observation of problems associated with a blind application of DM methods to input data. Such
activity, called ‘data dredging’ in the statistical literature, can lead to discovery of meaningless
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knowledge (Fayyad et al., 199&). Therefore, the main reason for defining and implementing
KDDM process models is to ensure that the end product will be useful to the user (Fayyad et al.,
1996d). This is why the definition of the process emphasizes validity, novelty, usefulness, and
understandability of the results. Only by using well-defined and formal development methods can
such desirable properties be successfully achieved.

The second motivating factor is associated with the understanding of the process itself, and
understanding of the concerns and needs of the end-users of process models. There are several
common human behaviors associated with the knowledge-searching task. Humans very often lack
perception of large amounts of untapped and potentially valuable data. In addition, they are
usually not willing to devote time and resources toward formal methods of knowledge seeking, but
rather heavily rely on other people, such as domain experts, as a source of valuable information
(Rouse, 2002).0ne of the reasons for such behavior may be uncertainty of new technology and
processes that needs to be applied to provide the solution (Rouse, 2002). This calls for
popularization and standardization of solutions developed in this area.

Another important factor, which is very often underestimated by researchers, is associated with
providing support for management problems. Some KDDM projects involve relatively large teams
of people working together, and thus require careful planning and scheduling. For most project
management specialists, KD and DM are unfamiliar terms. Therefore, they need a definition of
what such projects involve, and how to carry them out. Such definition is a basis for developing a
sound project schedule, typically based on milestones. A milestone is defined as a concrete, specific,
measurable event used to define completion of particular phases of the overall project (Brooks,
1995).They can be properly defined only in the context of a well-defined larger framework. Other
engineering disciplines have already established development models and used them for many years.
A good example is software engineering, which is also a relatively new and dynamic discipline that
exhibits many characteristics similar to KDDM. Software engineering adopted Waterfall (Roy,
1970) and Spiral (Boehm, 1988) models that became well-known standards in this area. Other
examples are models proposed in fields intimately related to the KDDM, such as Statistics (Hand,
1994),and Machine Learning (Brodley & Smith, 1997).

Lastly, there is a widely recognized need for the standardization of KDDM processes to provide
a unified view on existing process descriptions and to allow an appropriate usage of technology to
solve current business problems in practice (Reinartz, 2002).This trend can be followed by looking
at the number of papers on this subject, and the strong industrial support for such initiatives, both
demonstrated throughout this paper.

2.3 History

The concept of a KDDM process model was originally discussed during the first workshop on
KDD in 1989 (Piatesky-Shapiro, 1991). The main driving factor to define the model was
acknowledgement of the fact that knowledge is the end product of a data-driven discovery process.
One of the outcomes of the workshop was also the acknowledgement of the need to develop
interactive systems that would provide visual and perceptual tools for data analysis.

Following this seminal event, the idea of a process model was iteratively developed by the KDD
community over the several years that followed. Initial KD systems provided only a single DM
technique, such as a decision tree or clustering algorithm, with a very weak support for the overall
process framework (Zytow & Baker, 1991; Klosgen, 1992; Piatesky-Shapiro & Matheus, 1992;
Ziarko et al., 1993;Simoudis et al., 1994).Such systems were intended for expert users who had
understanding of DM techniques, the underlying data, and the knowledge sought. There was very
little attention focused on the support for the layman data analyst, and thus the first KD systems
had minimal commercial success (Brachman & Anand, 1996). The general research trends were
concentrated on the development of new and improved DM algorithms rather than on the support
for other KD activities.
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In 1996, the foundation of the process model was laid down with the release of Advances in
Knowledge Discovery and Data Mining (Fayyad et al., 1996). This book presented a process model
that resulted from interactions between researchers and industrial data analysts. The model did not
address particular DM techniques, but rather provided support for the complicated and highly
iterative process of knowledge generation. It also emphasized the close involvement of a human
analyst in the majority of steps of the process (Brachman & Anand, 1996).

Research presented in the book resulted in proposing two major types of process models. The
human-centric model emphasized the interactive involvement of a data analyst during the process,
and the data-centric model emphasized the iterative and interactive nature of the data analysis tasks
(Fayyad et al., 19961). The human-centric process was defined as a series of knowledge-intensive
tasks consisting of complex interactions, protracted over time, between a human and a (large)
database, possibly supported by a heterogeneous suite of tools (Brachman & Anand, 1996).The
structure of the process included three main tasks: model selection and execution, data analysis, and
output generation. These tasks were further broken down into sub-tasks. The first task was divided
into data segmentation, model selection, and parameter selection. The data analysis task consisted
of model specification, model fitting, model evaluation, and model refinement. Finally, the output
generation task included the generation of reports, and development of so called monitor
implementing the obtained results into the original problem domain. This model was further
discussed by Reinartz (1999). Another human-centric model was proposed by Gupta ez al. (2000).
It was based on a data-centric model with extensions to provide support for experimentation and
monitoring activities.

Since the data-centric model has become dominant in industrial and research settings, the
remaining part of the survey concentrates only on models of this type. In general, data-centric
models are structured as sequences of steps that focus on performing manipulation and analysis of
data and information surrounding the data, such as domain knowledge and extracted results. Such
models are usually defined as a fixed sequence of predefined steps. The user’s role is to assure that
specific objectives for each step are met, which is usually carried out by supervising and guiding the
data processing tasks.

Despite the differences in understanding their basic structure, models of both above mentioned
types bring to attention many similar issues. They define the process as being highly interactive and
complex. They also suggest that KDDM process may use, or at least should consider the use of, a
set of DM technologies, while admitting that the DM step constitutes only a small portion of the
overall process (Brachman & Anand, 1996;Fayyad er al., 1996).

3 The KDDM process models

A KDDM process model consists of a set of processing steps to be followed by practitioners when
executing KDDM projects. Such a model describes procedures that are performed in each of the
steps, primarily used to plan, work through, and reduce the cost of any given project. The basic
structure of the model was proposed by Fayyad et al. (1996). Since then, several different KDDM
models have been developed in both academia and industry.

All process models consist of multiple steps executed in a sequence, which often includes loops
and iterations. Each subsequent step is initiated upon the successful completion of a previous step,
and requires a result generated by the previous step as its inputs. Another common feature of the
proposed models is the span of covered activities. It ranges from the task of understanding the
project domain and data, through data preparation and analysis, to evaluation, understanding, and
application of the generated results. All proposed models also emphasize the iterative nature of the
model, in terms of many feedback loops and repetitions, which are triggered by a revision process.
This can be contrasted to the Exploratory Data Analysis (EDA) that is typically executed as a
unidirectional process intended to gain insight into the data without the usual assumptions about
what kind of model the data follow (Tukey, 1977).Instead, EDA represents a more direct approach
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of allowing the data itself to reveal its underlying structure and model (NIST, 2005).The absence
of feedback loops is the main cause of general inefficiency of EDA methods on contemporary
databases characterized by large size and complexity.

The main difference among the surveyed models is in the proposed number and scope of their
specific steps. Although the models usually emphasize independence of specific applications, tools,
and vendors, they can be broadly divided into two groups depending on whether they take into
account industrial aspects of KDDM projects or not. Compared with academic projects, industrial
KDDM projects are usually concerned with different types of data, have more complex application
scenarios, and are associated with different burdens and pitfalls.

We will now introduce several KDDM models in chronological order. The discussion is
restricted to the models popularized in scientific publications that are subject to peer-review
evaluation and thus present unbiased information.

3.1 Overview of the major KDDM process models

The development of the standard KDDM model was initiated several years ago. The first reported
KDDM model consists of nine steps and was developed by Fayyad et al. in the mid-199G (Fayyad
et al., 199, c; d, ). The next model, by Cabena ez al., consists of five steps and was introduced
in 1998 (Cabena et al., 1998).The third model, which consists of eight steps, was developed by
Anand & Buchner at about the same time (Anand & Buchner, 1998; Anand et al., 1998). The
CRISP-DM (CRoss-Industry Standard Process for DM) process model that includes six steps was
first proposed in early 1996 by a consortium of four companies: SPSS (a provider of commercial
DM solutions), NCR (a database provider), Daimler Chrysler, and OHRA (an insurance
company). The last two companies served as sources of data and case studies. The model was
officially released (version 1.0) in 2000 Shearer, 2000; Wirth & Hipp, 2000) and it continues to
enjoy a strong industrial support. It has been also supported by the ESPRIT program funded by
the European Commission. The CRISP-DM Special Interest Group was created with the goal of
supporting the model. Currently it includes over 300 DM users and tool and service providers
(CRISP-DM, 2003).Finally, the six-step process model of Cios et al. was first proposed in 2000
(Cios et al., 2000; Cios & Kurgan, 2005), by adopting the CRISP-DM model to the needs of
academic research community. The main extensions of the latter model include providing a more
general, research-oriented description of the steps, introduction of several explicit feedback
mechanisms and a modification of the description of the last step, which emphasizes that knowledge
discovered for a particular domain may be applied in other domains. These five models constitute
a group that made a substantial impact in terms of their development process, background,
academic and industrial involvement, and the number of projects that have already applied the
models. Each of these models was applied in at least several real KDDM projects in either
industrial, research, or both settings.

Over the last ten years, the research efforts have been focused on proposing new models, rather
than improving design of a single model or proposing a generic unifying model. Despite the fact
that most models have been developed in isolation, a significant progress has been made. The
subsequent models provide more generic and appropriate descriptions. Most of them are not tied
specifically to academic or industrial needs, but rather provide a model that is independent of a
particular tool, vendor, or application. Fayyad’s nine-step model is best geared towards specific
academic research features, while omitting several important business issues. The CRISP-DM
model, on the other hand, is very industry-oriented. The remaining three models occupy the middle
ground, mixing both academic and industrial aspects of KDDM. To facilitate the understanding
and interpretation of the described KDDM models, a direct, side-by-side comparison is shown in
Table 1. The table aligns different models by maximizing overlap between the steps from different
models. In some isolated cases the scope of the steps is different between the models, but in general
similar steps are used, although they may be named differently, for example, DM, Modeling and



Table 1 Side-by-side comparison of the major existing KDDM models

Model Fayyad et al. Cabena et al. Anand & Buchner CRISP-DM Cios et al. Generic model
Area Academic Industrial Academic Industrial Academic N/A
No of steps | 9 5 8 6 6 6
Refs (Fayyad et al., 19961) (Cabena et al., 1998) (Anand & Buchner, (Shearer, 2000) Cios et al., 2000) N/A
1998)
Steps 1 Developing and 1 Business Objectives 1 Human Resource 1 Business 1 Understanding the 1 Application Domain
Understanding of the Determination Identification Understanding Problem Domain Understanding

Application Domain

2 Problem Specification

2 Creating a Target
Data Set

3 Data Cleaning and
Preprocessing

4 Data Reduction and
Projection

5 Choosing the DM
Task

6 Choosing the DM
Algorithm

2 Data Preparation

3 Data Prospecting

4 Domain Knowledge
Elicitation

2 Data Understanding

2 Understanding the
Data

2 Data Understanding

5 Methodology
Identification

6 Data Preprocessing

3 Data Preparation

3 Preparation of the
Data

3 Data Preparation and
Identification of DM
Technology

7 DM

3 DM

7 Pattern Discovery

4 Modeling

4 DM

4 DM

8 Interpreting Mined
Patterns

4 Domain Knowledge
Elicitation

8 Knowledge
Post-processing

5 Evaluation

5 Evaluation of the
Discovered Knowledge

5 Evaluation

9 Consolidating
Discovered Knowledge

5 Assimilation of
Knowledge

6 Deployment

6 Using the Discovered
Knowledge

6 Knowledge
Consolidation and
Deployment
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Pattern Discovery. The table provides information about the developing party (academic of
industry), number of steps, main reference, and a comparison of steps across all models.

There are several features common for all KDDM process models, which have not changed
over time. Most of the existing process models follow the same sequence of steps and they often
use similar steps. Most models involve complex and time-consuming data preparation tasks
(Brachman & Anand, 1996). The processes have iterative nature that can involve significant
iterations and loops between most, if not all, of its steps (Fayyad er al., 1996). Following these
observations a generic model is proposed based on the five surveyed models. This generic model,
described in the last column of Table 1, provides a consolidated view based on information
accumulated among the five models. It consists of six steps and in general follows the lines of
the Cios et al. and CRISP-DM models. This choice was motivated by two main factors: (1) these
two models were developed based on experiences coming from the older models, and (2) all five
models fit the six steps structure with a minor modification that combines several original steps
into a major step. For instance, Steps 2, 3, 4 and 5 of Fayyad’s model constitute a set of
sub-steps of step 3, of the generic model. There are several exceptions from these rules. For
instance, Anand & Buchner’s model is missing the last step of knowledge consolidation and
system deployment. Also, data preprocessing and selection of algorithms used for DM are
performed in different order, i.e., in the case of Fayyad’s model, preprocessing is performed first,
while Anand & Buchner’s model suggests that preprocessing should be performed after the
selection of algorithms.

3.2 Other KDDM process models

There are several other process models that made a less significant impact and thus are not

discussed in detail in this survey.

— A six-step KDDM process model by Adriaans & Zantinge (1996), which consists of Data
Selection, Cleaning, Enrichment, Coding, DM, and Reporting.

— A four-step model by Berry & Linoff (1997),which consists of Identifying the Problem, Analyzing
the Problem, Taking Action, and Measuring the Outcome.

— A five-step SEMMA model by the SAS Institute Inc. (1997), which consists of steps named
Sample, Explore, Modify, Model, and Assess. This model was incorporated into commercial KD
software platform SAS Enterprise Miner@).

— A seven-step model by Han & Kamber (2001), which consists of Learning the Application
domain, Creating a Target Data Set, Data Cleaning and Preprocessing, Data Reduction and
Transformation, Choosing Functions of DM, Choosing the Mining Algorithm(s), DM, Pattern
Evaluation and Knowledge Presentation, and Use of Discovered Knowledge.

— A five-step model by Edelstein (2001), which consists of Identifying the Problem, Preparing the
Data, Building the Model, Using the Model, and Monitoring the Model.

— A seven-step model by Klosgen & Zytkow (2002), which consist of Definition and Analysis of
Business Problems, Understanding and Preparation of Data, Setup of the Search for Knowledge,
Search for Knowledge, Knowledge Refinement, Application of Knowledge in Solving the
Business Problems, and Deployment and Practical Evaluation of the Solutions.

— A seven-step model by Haglin ez a/. (2005),which consists of Goal Identification, Target Data
Creation, Data Preprocessing, Data Transformation, DM, Evaluation and Interpretation, and
Take Action steps.

In general, these models are either too new for evaluation in application settings (in particular, the
model by Haglin et al.), or have not been widely cited in professional literature, perhaps indicating
a low user interest. A more detailed description and comparison of the five models is provided in
the following section.
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4 Analysis of KDDM process models

This section starts with a detailed side-by-side comparison of the five KDDM models introduced
in Section 3.1.Next, applications of the five models are surveyed, and a direct comparison of impact
and quality of the models is performed. Finally, a discussion about the relative effort required to
complete each step is presented.

4.1 Detailed description of KDDM models

Table 2 shows a side-by-side comparison of individual steps of the models. The description of the
steps is based on the original papers that introduced the models, and uses a unified terminology to
facilitate the comparison. The scope and description of the steps of the generic model can be
inferred based on the description of the corresponding steps of the five major models.

Most models compared in Table 2 follow a similar sequence of steps. The common steps among the
five models are: Domain Understanding, Data Preparation, DM, and evaluation of the DK. The main
difference is in Fayyad’s nine-step model, which performs activities related to the choice of DM task
and algorithm relatively late in the process. The other models perform this step before preprocessing
the data. This way, the data are correctly prepared for the DM step without the need to repeat some
of the earlier steps (Cios & Kurgan, 2005).In the case of Fayyad’s model, prepared data may not be
suitable for the tool of choice, and thus a loop back to the second, third or fourth step may be
required. Cabena’s model is very similar to that of Cios and the CRISP-DM model, however it omits
the Data Understanding step. This incompleteness of Cabena’s model was pointed out by Hirji, who
used this model in a business project and concluded that adding one more step between Data
Preparation and DM, which he called Data Audit, was necessary (Hirji, 2001).The eight-step model
by Anand & Buchner provides a very detailed breakdown of steps in the early phases of the KDDM
process. Unfortunately, it does not include activities necessary for putting the discovered knowledge
to work. The nine-step and eight-step models were developed from an academic perspective. Cabena’s
model was developed from an industrial perspective, with support from IBM. CRISP-DM was also
developed based on a significant industrial input, and involved several major companies covering all
development aspects, together with academic and governmental support. It is a very mature model
that has been thoroughly documented and tested in many applications. The six-step model by Cios
et al. draws significantly from the CRISP-DM model, but emphasizes academic aspects of the
process. It is also the only model that provides detailed guidelines concerning possible loops, rather
than just mentioning their presence (see footnote of Table 2).

4.2 Applications and impact of KDDM models

4.2.1 Applications of KDDM models

To complement the description of existing KDDM models, their applications to a variety of
research and industrial domains are briefly summarized. In general, research applications are
perceived as easier to use than industrial applications. This is mainly due to the fact that research
users typically know the data much better than industrial users; they have better understanding of
novel technologies, and are better trained to organize intuitions into computerized procedures
(Fayyad et al., 1996@). This observation only corroborates the need for standard process models to
support planning and execution of KDDM projects in industrial communities. The following
summary shows a real interest to use KDDM process models, in both industrial and research
communities. Applications are grouped by the model used.

The nine-step model by Fayyad et al. is the most cited model in the professional literature to
date. It has been incorporated into an industrial DM software system called MineSet@) (Brunk
et al., 1997),and applied in a number of KDDM projects (all projects, except the last, are
predominantly research oriented):



Table 2 Detailed description of individual steps of the major existing KDDM models

Model

Generic

Fayyad et al.

Cabena et al.

Anand & Buchner

CRISP-DM

Cios et al.

Steps

STEP 1. Application
Domain Understanding

STEP 2 Data
Understanding

1 Learning goals of the
end-user and relevant
prior knowledge

2. Selection of a subset
of variables and
sampling of the data to
be used in later steps

1 Understanding the
business problem and
defining business
objectives, which are
later redefined into DM
goals

2 Identification of
internal and external
data sources, selection of
subset of data relevant
to a given DM task. It
also includes verifying
and improving data
quality, such as noise
and missing data.
Determination of DM
methods that will be
used in the next step and
transformation of the
data into analytical
model required by
selected DM methods

1 Identification of
human resources and
their roles

2 Partitioning of the
project into smaller
tasks that can be solved
using a particular DM
method

3 Analysis of
accessibility and
availability of data,
selection of relevant
attributes and a storage
model

4 FElicitation of the
project domain
knowledge

1 Understanding of
business objectives and
requirements, which are
converted into a DM
problem definition

2 Identification of data
quality problems, data
exploration, and
selection of interesting
data subsets

1 Defining project goals,
identifying key people,
learning current
solutions and domain
terminology, translation
of project goals into DM
goals, and selection of
DM methods for Step 4
2 Collecting the data,
verification of data
completeness,
redundancy, missing
values, plausibility, and
usefulness of the data
with respect to the DM
goals
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Table 2 Continued

Model

Generic

Fayyad et al.

Cabena et al.

Anand & Buchner

CRISP-DM

Cios et al.

Steps

STEP 3 Data
Preparation and
Identification of DM
Technology

STEP 4 Data Mining

3 Preprocessing of
noise, outliers, missing
values, etc, and
accounting for time
sequence information

4 Selection of useful
attributes by dimension
reduction and
transformation,
development of
invariant data
representation

5 Goals from Step 1 are
matched with a
particular DM method,
i.e. classification,
regression, etc.

6 Selection of particular
data model(s),
method(s), and method’s
parameters

7 Generation of
knowledge (patterns)
from data, for example
classification rules,
regression model, etc.

3 Application of the
selected DM methods to
the prepared data

5 Selection of the most
appropriate DM
method, or a
combination of DM
methods

6 Preprocessing of the
data, including removal
of outliers, dealing with
missing and noisy data,
dimensionality
reduction, data
quantization,
transformation and
coding, and resolution
of heterogeneity issues

7 Automated pattern
discovery from the
preprocessed data

3 Preparation of the
final dataset, which will
be fed into DM tool(s),
and includes data and
attribute selection,
cleaning, construction of
new attributes, and data
transformations

4 Calibration and
application of DM
methods to the prepared
data

3 Preprocessing via
sampling, correlation
and significance tests,
cleaning, feature
selection and extraction,
derivation of new
attributes, and data
summarization.

The end result is a data
set that meets specific
input requirements for
the selected DM
methods

4 Application of the
selected DM methods to
the prepared data, and
testing of the generated
knowledge

oT
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Table 2 Continued

Model

Generic

Fayyad et al.

Cabena et al.

Anand & Buchner

CRISP-DM

Cios et al.

Steps

STEP 5 Evaluation

STEP 6 Knowledge
Consolidation and
Deployment

8 Interpretation of the
model(s) based on
visualization of the
model(s) and the data
based on the model(s)

9 Incorporation of the
discovered knowledge
into a final system,
creation of
documentation and
reports, checking and
resolving potential
conflicts with previously
held knowledge

4 Interpretation and
analysis of DM results;
usually visualization
technique(s) are used

5 Presentation of the

generated knowledge in
a business-oriented way,
formulation of how the

knowledge can be
exploited, and
incorporation of the
knowledge into
organization’s systems

8 Filtering out trivial
and obsolete patterns,
validation and
visualization of the
discovered knowledge

5 Evaluation of the
generated knowledge
from the business
perspective

6 Presentation of the
discovered knowledge in
a customer-oriented
way. Performing
deployment, monitoring,
maintenance, and
writing final report

5 Interpretation of the
results, assessing impact,
novelty and
interestingness of the
discovered knowledge.
Revisiting the process to
identify which
alternative actions could
have been taken to
improve the results

6 Deployment of the
discovered knowledge.
Creation of a plan to
monitor the
implementation of the
discovered knowledge,
documenting the project,
extending the
application area from
the current to other
possible domains
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Table 2 Continued

Model

Generic

Fayyad et al.

Cabena et al.

Anand & Buchner

CRISP-DM

Cios et al.

Notes

Unified set of steps.
Each step’s scope can be
inferred from the
corresponding steps of
other models

Significant iterations by
looping between any
two steps are possible,
but no details are given.
This model became a
cornerstone for the
future models, and is
currently the most cited
model in the scientific
literature

The first
business-oriented model,
which is easy to
comprehend by the
layman. Emphasizes
iterative nature of the
model, but no details are
given. Authors note that
DM is often performed
together with the Step 5

Provides a detailed
breakdown of the initial
steps. Emphasizes
iterative nature of the
model, where experts
examine the knowledge
after the last step and
may decide to refine and
rerun part or the entire
process. Lacks step
where the discovered
knowledge is applied

Uses easy to understand
vocabulary, and has
good documentation.
Divides steps into
sub-steps that provide
all necessary details.
Acknowledges strong
iterative nature of the
process, but without
details

Emphasizes and
explicitly describes
iterative and interactive
aspects of the process*

* The specific feedback loops described in Cios ef al. model include (Cios & Kurgan, 2005).

® From Step 2 to Step 1: execution of this loop is triggered by the need for additional domain knowledge to improve data understanding.

@ From Step 3 to Step 2: execution of this loop is triggered by the need for additional or more specific information about the data to guide choice of specific data
preprocessing.

® From Step 4 to Step 1: the loop is performed if results generated by selected DM methods are not satisfactory and modification of project’s goals is required.

® From Step 4 to Step 2: the most common reason is poor understanding of the data, which results in incorrect selection of DM method(s) and its subsequent failure (e.g.
data was misclassified as continuous and discretized in Understanding the Data step).

® From Step 4 to Step 3: the loop is motivated by the need to improve data preparation; this is often caused by specific requirements of used DM method, which may have
been unknown during Step 3.

® From Step 5 to Step 1: the most common cause is invalidity of the discovered knowledge; there are several possible reasons including misunderstanding or
misinterpretation of the domain, incorrect design or misunderstanding of problem restrictions, requirements, or goals. In these cases the entire KDDM process needs to be

repeated.
® From Step 5 to Step 4: this loop is executed when the discovered knowledge is not novel, interesting, or useful; the least expensive solution is to choose a different DM tool
and repeat the DM step.

The importance of these feedback mechanisms has been confirmed by several research application of the model (Cios et al., 2000;Sacha et al., 2000;Kurgan et al., 2001,
Maruster et al., 2002;Kurgan et al., 2005).Introduction and detailed description of these mechanisms and their triggers is important as it increases awareness and helps the
user of the process to avoid similar problems by deploying appropriate countermeasures.

ct
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— the analysis of alarm correlation systems data (Klemettinen et al., 1997);

—the development of a learning system to schedule workshop production (Morello et al.,
2001);

— the development of KDB2000,a support tool that provides integrated set of techniques for entire
KDDM process (Appice et al., 2002);

—the evaluation of different aspects of recommender systems based on Web usage mining
(Geyer-Schulz & Habhsler, 2002);

—the discovery of conversation models from sequences of messages in a multi-agent systems
(Mounier et al., 2003);

—the development of a high-throughput screening, assay design, and detection system (Vaschetto
et al., 2003);

—the extension of Fayyad’s basic model with addition of case studies (Li & Ruan, 2004);

— the development of an architecture for defining and validation of KDDM processes for e-business
(Castellano et al., 2004);

—the development of a software platform, called VidaMine, for support visualization when
performing tasks related to KDDM processes (Kimani et al., 2004).

The five-step model by Cabena et al. has been applied in an industrial project analyzing data from
a Canadian fast-food retailer (Hirji, 2001).
The eight-step model by Anand & Buchner has been applied in the following projects:

—an industrial project concerning customer cross sales (Anand et al., 1998);
—a research project concerning analysis of marketing Internet data (Buchner et al., 1999).

The CRISP-DM model has been used in the following research projects:

— performance evaluation of heating, ventilation, and air-conditioning (HVAC) systems (Buchheit
et al., 2000);

— analysis of thrombosis data (Jensen, 2001);

—analysis of retail store data (Butler, 2002);

— development of a new methodology for collaborative KD projects through providing support for
distributed teams (Blockeel & Moyle, 2002);

—text mining (Silva et al., 2002);

It has also been used in the following industrial projects:

—analysis of warranty claims at Daimler Chrysler (Hipp & Linder, 1999);

—automotive direct marketing (Gersten et «l., 2000);

— analysis of data concerning construction of large and tall buildings (Moyle et al., 2002);

— control and improvement of air quality in Taiwan with the goal of identifying national pollutant
distribution, with data retrieved from 71 monitoring stations (Li & Shue, 2004);

— development of new tinplate quality diagnostic models (De Abajo et al., 2004).

In addition, this model has been recently incorporated into a commercial KD software platform
called Clementine 8.0 (SPSS, 2003).
The six-step model by Cios et al. has been used in several research projects:

—the development of a computerized system for diagnoses of SPECT bull-eye images (Cios et al.,
2000);

— creating and mining a database of cardiac SPECT images (Sacha ez al., 2000);

—the development of an automated diagnostic system for cardiac SPECT images (Kurgan et al.,
2001);
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Table 3 Number of citations to five major KDDM models (references between different indices may overlap)

Model Paper Indexing Service Total

SCOPUS Citeseer ISI Web of Science

Fayyad et al. (9 step) Fayyad et al. (1996) 253 244 —
Fayyad et al. (199&) 105 99 91 748
Fayyad et al. (1996) — a7 —

Cabena et al. (5 step) Cabena et al. (1998) — 16 — 16

Anand & Buchner (8 step) Anand & Buchner (1998) — — — 13
Anand et al. (1998) 8 — 5

CRISP-DM Wirth & Hipp (2000) 4 3 —
Shearer (2000) — — — 19
http://www.crisp-dm.org — 12 —

Cios et al. (6 step) Cios et al. (2000) 7 3 7 20
Cios & Kurgan (2005) — 3 —

—the development of a diabetic retinal image screening system (Goh et al., 2001),clustering and
visualization of epidemiological pathology data (Shalvi & DeClaris, 2001)and about ten other
medical application described in (Cios, 2001);

—the development of a logistic-based patient grouping for multi-disciplinary treatment (Maruster
et al., 2002);

— analysis of respiratory pressure—volume curves in intensive care medicine (Ganzert et al., 2002);

—1image based analysis and classification of cells (Perner et al., 2002);

— the development of a Grid DM framework GridMiner-Core (Hofer & Brezany, 2004);

— analysis of clinical data related to cystic fibrosis disease (Kurgan et al., 2005).

The above application list was compiled through a comprehensive literature search using several
leading indexing services, including SCOPUS (Elsevier citation index that covers 14 000 peer-
reviewed titles from more than 4000international publishers, see, http: //www.scopus.com/),
Citeseer (a scientific index search engine that focuses primarily on computer and information
science that includes over 700 000articles, see Lawrence et al., 1999),and ISIT Web of Science (a
portal providing simultaneous access to the Science Citaton Index[] Social Sciences Citation
Index[[] Arts & Humanities Citation Index[] Index Chemicusl;] and Current Chemical Reac-
tions[] see http://www.isinet.com/isihome/products/citation/wos/). Although
the presented list of applications is not guaranteed to be complete, it shows general application
trends. CRISP-DM is currently the most popular and broadly adopted model. This model, and its
derivative by Cios et al., have been already acknowledged and relatively widely used in both
research and industrial communities. CRISP-DM model is used not only in many real development
projects, but also in many ‘request for proposal’ documents (Shearer, 2000).In fact it has already
been assessed as meeting industrial needs (Piatesky-Shapiro, 199%).

4.2.2  Evaluation of the impact of KDDM models
Most research and industrial projects based on standard models have appeared only recently, and
are expected to grow in number. However, in order to evaluate the relative rate of adoption of the
models, the total number of references to papers introducing individual models has been extracted
from the three leading indexing services. The results of this literature search are reported in
Table 3.

The nine-step model is the most cited. The large number of the citations is mainly due to the fact
that the papers that described the model also introduced the most commonly used definitions of



A survey of Knowledge Discovery and Data Mining process models 15

DM and KDD. In addition, the number of citation should be normalized by the number of years
since the model’s introduction. Therefore, the total number of citations is 83.1 per year for the
nine-step model, 2.3for the five-step model, 1.9 for the eight-step model, 3.8 for CRISP-DM, and
4 for the six-step model.

Additional information about the usage of the models has been compiled using two recent polls
conducted by KDnuggets (http: //www.kdnuggets.com/),which is a leading Web resource on
DM. The poll from July 2002,which included 189respondents, shows that 51%of respondents used
the CRISP-DM model, 23% used their own model, 12% used SEMMA, 7% used their organiz-
ation’s specific model, and 4% used some other model or no model. The second poll from April
2004, which included 170 respondents, shows 42% for CRISP-DM, 28% for respondent’s own
model, 10% for SEMMA, 6% for organization’s specific, 7% for no model, and 6% for other
models. The poll specified only the above six choices and named only two models, i.e., CRISP-DM
and SEMMA. The results clearly indicate the CRISP-DM received significant attention. They also
show that a significant number of people uses their own model to perform KDDM. Information on
applications and citations of the models and the poll results are used as a basis for comparison of
the five models in the following section.

4.3 Comparison of the KDDM models

Finally, an overall comparison of the five models, which includes both quantitative and qualitative
aspects, is shown in Table 4. For convenience, columns 1, 2and 4 repeat some important facts from
Table 3, namely the year when the model was introduced, the total number of citations per year,
and the average results of the KDnuggets polls. Columns 3a-d include the number of applications
in academia and industry, the total number of applications, and the total number of applications
with applications by model author(s) discounted. Each paper is categorized as either an academic
or an industrial application based on the application’s context, and papers that are authored by one
of the model’s authors are counted. Column 2 shows the total number of citations per year based
on the performed citation analysis study, while columns 3a-d include only papers that applied given
model to perform a KDDM project. Column 2 may also include some repetition of citations (due
to using multiple indexing services), as well as citations from papers that just acknowledge, rather
than use a given KDDM model. In the case of the Fayyad et al. model, the high citation count is
due to citations of the definition DM and KDD, which are included in this paper. Remaining
columns contain nominal and qualitative evaluation of the models. First, areas in which the models
have been applied are listed. Next, the level of industrial involvement in development of the models
is estimated using an ordinal scale, from O (no industrial involvement) to 5 (strong industrial
involvement), followed by information on the existence of software tools supporting the models (if
a model is supported, the name of the software support tool is listed). Next, information about
documentation is given, followed by ease of use estimated for each tool. Finally, the main
drawbacks of each model are enumerated. Please note that the evaluations included in columns 5-9
of the table provide subjective view of the authors.

The motivation behind the model comparison shown in Table 4 is to provide existing and future
users of the models with information necessary to perform an independent assessment of benefits
and drawbacks of the individual models. In general, CRISP-DM is the most suitable for novice data
miners and especially miners working on industrial projects, due to the easy to read documentation
and intuitive, industry-applications-focused description. It is a very successful and extensively
applied model. This stems from grounding its development on practical, industrial, real-world KD
experience (Shearer, 2000).The Cios’s model, on the other hand, is geared towards users that work
on research projects and projects that require feedback loops, and have good prior understanding
of DM terminology and concepts. Fayyad’s model is the most suitable for projects requiring
extensive data preprocessing, while Cabena’s model is suitable for applications where data is
virtually ready for mining before the project starts. The detailed assessment and choice of a



Table 4 Comparison of quantitative and qualitative aspects of the five major KDDM models (1 — year when the model was introduced, 2 — total number of citations per year,
3 —number of applications of the model: 3a — in academia, 3b — in industry, 3c — total number of applications, 3d — total number of applications with applications by model
authors discounted, 4— average KDnuggets poll results, 5— application areas, 6 — industry involvement (0 none — 5 strong), 7 - software tool support, 8 — documentation,
9 - ease of use (0 novice — 5 expert), 10— main drawbacks)

KDDM 1 2 3 4 5 6 7 8 9 10
model —_—
a bc d
Fayyad etal. 1996 83 8 2 10 10Not Medicine, 0 Yes No Web site, description 4 Requires — Prepared data
(9 step) listed engineering, MineSet @) based on research papers background in DM may not be suitable
production, for the tool of choice,
e-business, software and thus unnecessary

loop back previous
steps may be required
—limited discussion
of feedback loops

Cabenaeral. 1998 2 0 1 1 1 Not Marketingandsales 2 (onecompany) No No Web site, description 2 Requires some —Omits the data
(5 step) listed based on a book knowledge of DM  understanding step
terminology —Limited discussion

of feedback loops

Anand & 1998 2 1 1 2 0O Not Marketingandsales O No No Web site, description 4 Requires —Too detailed

Buchner listed based on research papers background in DM breakdown of steps

(8 step) in the early phases of
the KDDM process
—Does not

accommodate for a
step that is concerned
with putting the
discovered
knowledge to work
—Limited discussion

of feedback loops
CRISP-DM 2000 4 5 6 11 9 46% Medicine, 5 (consortium of Yes Has Web site, description 1 Easy to —limited discussion
engineering, companies) Clementine@® based on research and understand, in lay  of feedback loops
marketing and sales, white papers words
environment
Cios et al. 2000 4 21 0 21 16Not Medicine, software 0O No No Web site, description 3 Requires —Popularized and
(6 step) listed based on research papers knowledge of DM geared towards

terminology research applications

9T
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Figure 1 Relative effort spent on specific steps in the KDDM process

particular model is left for the readers since it strongly depends on application domain, user’s
background, individual preferences, and familiarity with technologies and tools.

4.4 Evaluation of relative effort required for particular steps

An important aspect of a KDDM process is the relative time spent to complete its individual steps.
Evaluation of such effort would enable more precise scheduling and thus significantly increase the
usability of the model. There have been several estimates proposed by various researchers. This
section summarizes the findings.

Cabena et al. estimate that about 20% of effort is spent on Business Objective Determination,
about 60% on Data Preparation and about 10% on DM, Analysis of Results and Knowledge
Assimilation steps (Cabena et al., 1998).Based on experience with industrial applications, Shearer
estimates that about 50-70% of time is spent on Data Preparation, 20-30% on Data Understand-
ing, 10-20% on Modeling, Evaluation, and Business Understanding steps, and 5-10% on the
Deployment step (Shearer, 2000). Cios & Kurgan estimate that 10-20% of effort is spent of
Understanding of the Domain and Understanding of the Data, 30-60% on Data Preparation,
10-25%on DM and 5-10%on Evaluation and Using the Discovered Knowledge (Cios & Kurgan,
2005).0n the other hand, Brachman & Anand assert that larger amount of time, about 15-25%,
is spent on the DM step (Brachman & Anand, 1996).This may be related to the limited availability
of easy to use DM tools at the time of writing. Figure 1 shows a comparison of these estimates in
form of a chart. An average value is plotted for interval-based estimates. Note that these numbers
are estimates quantifying relative effort, and thus may not sum up to 100%.

These estimates have several characteristics in common. First, it is usually assumed that about
half of the project effort is spent on Data Preparation. Second, the DM step usually takes very little
time, comparable with the effort required for each of the remaining steps.

There are several reasons why the Data Preprocessing step requires so much time. Enterprise
companies often do not collect all the necessary data, and the collected data often contain about
1-5% errors, and can be redundant and inconsistent (Redman, 1998). Many domains have their
specific problems, such as medicine where problems are often encountered with a physician’s
interpretations that are written in unstructured free-text English (Cios & Moore, 2002).Preproc-
essing of data very often requires a significant amount of manual work involving data manipulation
that is difficult to automate (Kurgan et al., 2005).Such common and serious data quality problems
contribute to the extent of the Data Preprocessing step.

On the other hand, the DM step is assumed to require a relatively small amount of effort. The
main reason is that it uses automated or semi-automated methods on already prepared data
(Cabena et al., 1998). Many years of research in the DM field have shown that there is no
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universally best mining algorithm, but rather a set of equivalently good algorithms for any
particular domain (e.g. transactional data, temporal data, etc.). Thus, there is relatively little effort
required to select and use a DM method in practice since users do not have to spent time optimizing
algorithmic details (Fayyad et al., 199&). Data analysts can use many off-the-shelf commercial DM
tools to perform this step. See Goebel & Gruenwald (1999) for a survey of 43 existing software
implementations. An overview of several modern commercial KDDM systems that provide
extensive DM support can be found in Klosgen & Zytkow (2002).

Of course, there may be deviations from the above estimates. Hirji has reported on a KDDM
application in an industrial domain in which the DM step took about 45% of the total project’s
effort compared to only 30% spent on data preparation (Hirji, 2001). The main reason for this
variation was availability of a well-maintained data warehouse that was used as a data source.

4.5 Interestingness of knowledge generated during a KDDM process

Every KDDM project heavily relies on a concept of interestingness. Knowledge discovered today
may no longer be interesting tomorrow, and data miners should be able to not only recognize this
fact, but also accommodate for it during the process.

The assessment of knowledge generated during the KDDM process is usually approached in one
of the following two ways. In the first approach, a domain expert manually analyzes the generated
knowledge, and judges its usefulness and interestingness according to their own knowledge and
established project goals. The other approach performs a more formal evaluation, usually involving
statistical tests via cross-validation or more advanced test schemas. This evaluation usually involves
different measures, which mainly depend on applied learning paradigms and a predefined goal. For
example, in the case of predictive tasks, common measures include predictive accuracy tests,
sometimes also supported by specificity and sensitivity values (Cios & Moore, 2002).

There are also more general measures, such as interestingness, which provides an overall measure
of pattern values combining novelty, usefulness, and simplicity (Piatesky-Shapiro & Matheus, 1994;
Silbershatz & Tuzhilin, 1995).An excellent review of methods used to characterize interestingness
of discovered patterns is provided in (Hilderman & Hamilton, 1999). A similar overview, but
concentrating on the evaluation of rules, is given by Mitra et al. (2002).1t includes multitude of
measures, such as accuracy, fidelity, confusion, coverage, confidence, complexity, etc. The
evaluation of results is executed most commonly by combining both manual (by an expert) and
automated statistical approaches. Usually a large number of patterns are mined, and the formal
evaluation is used to sort out all irrelevant or obvious cases before a human expert performs the
manual assessment (Padmanaphan & Tuzhilin, 1998).

5 Evolution and future KDDM process models

5.1 History of knowledge discovery systems

The evolution of KD systems has already undergone three distinct periods (Piatesky-Shapiro,
199%). The first generation systems appeared in the 198G and included research tools focused on
individual DM tasks, such as building a classifier using a decision-tree or a neural network. Such
tools addressed specific data-analysis problems, and required technically sophisticated users. The
main difficulty was to use more than one tool on the same data, which often required significant
transformation of data and metadata. The second-generation systems, called suites, were developed
in the mid-199G. They provided multiple types of integrated data analysis methods and support
for data cleaning, preprocessing, and visualization. Examples include systems such as SPSS’s
Clementinel] Purple Insight’s MineSet@), IBM’s Intelligent Miner@, and SAS Institute’s
Enterprise Miner@. The third generation systems were developed in late the 199G and introduced
a vertical approach. These systems addressed specific business problems, such as fraud detection,
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and provided interface that was designed to hide the internal complexity of DM methodologies.
Some of these suites also used KDDM process models to guide the execution of projects. Examples
include Purple Insight’s MineSet@) that uses the nine-step process model by Fayyad et al. SPSS’s
Clementinel that uses the CRISP-DM process model, and SAS’s Enterprise Miner@ that uses the
SEMMA process model.

5.2 New trends in KDDM process models

The future of KDDM process models is in achieving overall integration of the entire process
through the use of other popular industrial standards. Another currently very important issue is to
provide interoperability and compatibility between different software systems and platforms, which
also concerns KDDM models. Such systems would serve end-users in automating, or more
realistically semi-automating, work with KD systems (Cios & Kurgan, 2005).

The interactive nature that is inherent to KDDM process (Brachman & Anand, 1996) is
currently one of the major reasons why solutions provided by the KDDM community have only a
limited impact compared to potentially very large industrial interest. A current goal is to enable
users to carry out KDDM projects without possessing extensive background knowledge, without
manual data manipulation, and with manual procedures to exchange data and knowledge between
different DM methods. This requires the ability to store and exchange not only the data, but most
importantly knowledge that is expressed in terms of data models generated by the KDDM process,
and meta-data that describes data and domain knowledge used in the process. A technology, which
can help in achieving these goals, is XML (eXtensible Markup Language), a standard proposed and
maintained by the World Wide Web Consortium (Bray ez al., 2000). XML and other standards that
are developed based on XML to support the integration of KDDM process are discussed next. This
is followed by a brief summary of research in non-XML based integration.

5.2.1 XML-based integration

XML permits the description and storage of structured or semi-structured data, and to exchange
data in a platform- and tool-independent way. From the KD perspective, XML can help to achieve
multiple goals (Cios & Kurgan, 2005):

—to implement and standardize communication between diverse KD and database systems;

—to build standard repositories for sharing data between KD systems that work on different
software platforms;

—to provide a framework for integrating the entire KDDM process.

While XML itself helps to solve only some problems connected with the support for consolida-
tion of the entire KDDM process, metadata standards based on XML can provide a complete
solution (Clifton & Thuraisingham, 2001). Some metadata standards, such as Predictive Model
Markup Language (PMML) (PMML, 2001), were identified to allow interoperability among
different DM tools and to achieve integration with other applications, including database systems,
spreadsheets, and decision support systems (Piatesky-Shapiro, 199%; Apps, 2000).

PMML is an XML-based language designed by the DM Group. (DMG is an independent,
vendor-led group, developing DM standards. DMG members include IBM, Microsoft, Oracle,
SPSS Inc., Angoss, Minelt Software Ltd., and about 15 other industrial companies.) PMML
describes the input to DM models, the transformations used to prepare data for DM, and the
parameters that define the models themselves (DMG, 2005).Currently in version 3.0, it is used to
describe data models (generated knowledge) and share them between compliant applications. By
using PMML, users can generate data models using one application, use another application to
analyze them, another to evaluate them, and finally yet another application to visualize the model.
In effect, PMML brings DM closer to domain experts that understand the business process but not
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necessarily the DM techniques used to analyze business data (Swoyer, 2005). The language has
already been used as a standard to support the Evaluation step from the KDDM process. A tool
called VizWiz was developed for visualization of models expressed using PMML (Wettschereck
et al., 2003). Another tool, called PEAR, was developed for exploration and visualization of
association rules expressed in PMML (Jorge et al., 2002).

Both XML and PMML can be easily stored in most current database management systems. A
model scenario of XML/PMML-based integration of KDDM process contains the following
activities:

—information collected during Domain and Data Understanding steps is stored as XML
documents;

—these documents are used in Data Preparation and DM steps as a source of information that can
be accessed automatically, across platforms and across tools;

—knowledge extracted in DM step and domain knowledge gathered in the Domain Understanding
step can be stored using PMML documents that can be exchanged among different software tools.

In short, integration and interoperability of modern KDDM models may be achieved by
application of modern industrial standards, such as XML and PMML. Such synergic application
of several well-known standards brings additional exposure to the KDDM industry. This way, new
users following XML standards will be exposed to, and attracted by, KDDM applications despite
their lack of direct knowledge of KDDM.

5.2.2  Other approaches to integration

KDDM process integration is also approached using methods that are not based on XML. Several
recent examples include KDB2000 Appice ez al., 2002),RuleViz (Han & Cercone, 2000),VidaMine
(Kimani et al., 2004),and Intelligent Discovery Assistant (Bernstein et al., 2005).

KDB2000is a support tool that provides integrated set of techniques for entire the KDDM
process, which includes database access, data preprocessing and transformation techniques, a full
range of DM methods, and pattern validation and visualization (Appice et al., 2002). Another
integration support endeavor is RuleViz, a system for visualizing the entire process of KDDM. The
system consists of five components corresponding to the main constituents of a KDDM process:
original data visualization, visual data reduction, visual data preprocessing, visual rule discovery,
and rule visualization. The aim is to help users navigate through enormous search spaces, recognize
their intentions, help them gain a better insight into multi-dimensional data, understand intermedi-
ate results, and interpret the discovered patterns (Han & Cercone, 2000). Another similar tool is
VidaMine (Kimani et al., 2004).Other approaches to integration include the development of an
ontology-driven Intelligent Discovery Assistant, which helps to automate the process of selecting
the most beneficial processing steps for execution of a valid KDDM process. This system has been
applied to a problem of cost sensitive classification for data from KDDCUP 1998.The process is
built as a combination between the Fayyad and CRISP-DM processes (Bernstein ez al., 2005).
Finally, a documentation infrastructure model and prototype tool has been developed to support
project management activities related to KDDM projects. This tool allows for organization and
contextualization of various artifacts used or generated by the process in terms of process activities,
maintenance of process history, and support for process/task re-execution, restructuring, or project
continuation (Becker & Ghedini, 2005).The authors refer to CRISP-DM, Cabena’s and Fayyad’s
models.

6 Conclusions and summary

The KDDM industry is on the verge of possessing one of the most successful business technologies.
What stands in the way to the success is the inaccessibility of the related applications to broad
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scientific and industrial communities. This shortcoming can be overcome only by moving beyond
its algorithm-centric roots (Apps, 2000).The challenge for the 21st century data miners is to develop
and popularize widely accepted standards that, if adopted, will stimulate major industry growth and
interest (Piatesky-Shapiro, 199%). The fuel for the growth is the strong economic and social need
for solutions provided by the KDDM community (Fayyad et al., 199&).

This survey has provided an overview of the state-of-the-art in developing one of the most
important standards, the KDDM process model. The description and comprehensive comparison
of several main models has been provided, along with discussion of issues associated with their
implementation. The goal of this survey has been to consolidate research in this area, to inform
users about different models and how to select the appropriate model, and to develop improved
models that are based on previous experiences. Repeated reference and the introduction of KDDM
and other standard methodologies significantly contributes to establishing de facto industrial
standards. There are many commonly recognized advantages of introducing standards. Standardi-
zation of a KDDM process model will enable standard methods and procedures to be developed,
resulting in making it easier for the end users to deploy related projects (Clifton & Thuraisingham,
2001). It will directly lead to performing projects faster, cheaper, more manageably, and more
reliably. The standards will promote development and delivery of solutions that use business
language, rather than the traditional language of algorithms, matrices, criterions, complexities, and
the like, which will result in a greater exposure and acceptance of the KDDM industry. This, in
turn, will be a significant factor in pushing the industry beyond the edge, and into the mainstream.
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