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Abstract—Business intelligence and bioinformatics applications
increasingly require the mining of datasets consisting of millions
of data points, or crafting real-time enterprise-level decision sup-
port systems for large corporations and drug companies. In all
cases, there needs to be an underlying data mining system, and
this mining system must be highly scalable. To this end, we de-
scribe a new rule learner called DataSqueezer. The learner be-
longs to the family of inductive supervised rule extraction algo-
rithms. DataSqueezer is a simple, greedy, rule builder that gen-
erates a set of production rules from labeled input data. In spite
of its relative simplicity, DataSqueezer is a very effective learner.
The rules generated by the algorithm are compact, comprehen-
sible, and have accuracy comparable to rules generated by other
state-of-the-art rule extraction algorithms. The main advantages of
DataSqueezer are very high efficiency, and missing data resistance.
DataSqueezer exhibits log-linear asymptotic complexity with the
number of training examples, and it is faster than other state-of-
the-art rule learners. The learner is also robust to large quantities
of missing data, as verified by extensive experimental comparison
with the other learners. DataSqueezer is thus well suited to modern
data mining and business intelligence tasks, which commonly in-
volve huge datasets with a large fraction of missing data.

Index Terms—Complexity, data mining, DataSqueezer, machine
learning, missing data, rule induction, rule learner.

I. INTRODUCTION

MACHINE Learning (ML) is one of the most popular tools
used in the knowledge discovery process. If we define

knowledge discovery as a nontrivial process of identifying valid,
novel, potentially useful, and ultimately understandable patterns
from large collections of data [34], then ML is one of the key
tools used to perform data mining tasks in this process [6], [34],
[17], [18].

ML is often defined as the ability of a computer program to
improve its own performance at some task based on past ex-
perience, and as such is a very attractive vehicle for automated
classification and generation of patterns [18], [44], [54], [57].
Over last few years ML attracted considerable attention due to
the demand for reliable and useful data mining techniques in the
information technology, medical, decision making, and gaming
industries, to name but a few. ML is most frequently used to
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solve classification problems, perform intelligent data analysis,
and to develop diagnostic, decision support, and expert systems
[53], [59].

Our current work focuses on a class of ML algorithms called
rule induction systems (or rule learners). A rule induction
system takes as input a set of training examples, and produces
a set of production rules or IF-THEN rules. Rule induction is
distinct from decision trees; while it is trivial to produce a set
of production rules given a decision tree (by creating rules that
each represent a path from the root to a leaf on the tree), this is
an issue of extracting rules from an existing, convenient data
structure created by a different ML algorithm. Decision trees
have drawn significant attention over the last several years,
but the rule learners also exhibit a number of very desirable
properties.

– They generate rules that are relatively easy for people to
understand [8], which recently gained importance as a
very desirable property since production rules appear to
be more human-comprehensible than decision trees [14],
[70]. People often learn from hypotheses generated by a
rule learner, provided the hypothesis is in a human-com-
prehensible form. In this case, experts can even partici-
pate in the learning process by critiquing or improving the
learned hypotheses.

– On some problems, rule learners were found to outper-
form decision trees [58], [69], [81], which shows that
decision trees cannot be perceived as superior to rule
learners

– The output of a rule leaner can easily be translated to
a first-order logic representation, or embedded within
knowledge-based or expert systems [25], [50]

– Certain types of prior knowledge were found to be easily
communicated to rule learners [26], [60]

– Lastly, the rules can be modified and analyzed because
of their modularity, i.e., a single rule can be understood
without reference to other rules [40], which is very im-
portant when a decision maker needs to understand and
validate the generated rules, as in medicine [50], [51].

In the light of the recent explosion of low-cost storage space
and the growing interest of research and industrial communities
in automated analysis of large quantities of data, the scalability
of ML algorithms becomes one of the most important consider-
ations. Applications such as intrusion detection or market basket
analysis generate millions of data points daily. Other areas, such
as genomics and proteomics are also approaching these data
sizes. Recently published results of a 2003 survey on the largest
and most heavily used commercial databases report that that the
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biggest decision support system is now at 29.2 terabytes, which
is about 300% larger than the largest system of 2001 [82]. Sig-
nificant growth in the number of data points is also documented:
the average size of Unix databases experienced a six-fold, and
Windows databases a fourteen-fold, increase compared to year
2001; large commercial databases now average 10 billion data
points [82]. An individual rule generation tasks is usually ap-
plied to results of a query posed to such database, which may
return between several thousands and several millions of data
points. Considering these very large databases, the primary con-
cern is to be able to generate rules in a “reasonable” amount
of time. For many applications that means to be able to gen-
erate the results in several minutes, or at most hours, because
of the rapid rate of deterioration in the usefulness of the gener-
ated rules [71]. If the time to generate the rules is too long, then
they may become obsolete before the user will have any chance
of employing them. This issue is even more important in case
of development of real-time decision support system based on
ML learners. In this case, it becomes absolutely critical to use
highly scalable learners that can provide the results within the
predefined amount of time [29]. Many researchers have already
recognized the importance of proposing rule learners that are
characterized by scalability with the number of training exam-
ples [23], [25], [29], [50]. Over the last several years, the ML
research community devoted significant efforts to reducing the
complexity of the rule learners from being [24], where
is the number of input examples, to the state-of-the-art learners
that are nearly linear, and not worse than [23], [25],
[29]. This paper proposes a new rule learner that is log-linear,
i.e., , with the size of input data, and at the same time it
is significantly faster than other existing learners. Although the
performance difference between the proposed and other con-
sidered learners are insignificant for small datasets that include
several thousand examples, we show that they become very sub-
stantial at several million examples.

A number of alternative approaches to improve learner’s scal-
ability can be used. Two methods, which include applying data
subsampling [63], and using parallel or distributed approaches
to handle all the data are dominant. In the latter case a variety
of methods exists, such as parallelization of the learner, fea-
ture selection, distributed learning on data subsets, use of re-
lational representation, and meta learning [10], [12], [35], [38],
[45], [61], [63]. Summary of relevant methods can be found in
a survey by Provost and Kolluri [63].

Another very common problem is incompleteness within the
datasets that are used to generate rules. Many real world datasets
are characterized by an unavoidable problem of missing values.
A variety of different reasons, such as manual data entry proce-
dures, incorrect measurements, equipment errors, etc., result in
incompleteness in the data. We also note that in some domains,
such as medicine, it is not uncommon to encounter datasets that
are missing more than 50% of their entries. For example, a set
of medical data describing patients with cystic fibrosis missing
over 60% of its entries was successfully used to find useful re-
lationships about the disease [51]. Thus, a very desirable prop-
erty of any ML algorithm is robustness to missing data. Specif-
ically, a rule learner should be able to generate accurate rules
in the presence of large quantities of missing data, while main-

taining its scalability properties. The rule learner proposed in
this paper has been extensively tested and compared to other
state-of-the-art learners, to show its robustness to missing data
from both accuracy and scalability perspectives.

The remainder of this paper is organized as follows. First,
existing state-of-the-art rule learners and decision tree learners
are described in Section II; these are the primary competitors
for our algorithm. We then describe DataSqueezer, our pro-
posed rule induction system, in Section III, and show that the
asymptotic complexity of this algorithm is log-linear in the
worst case. In Section IV, we present the results of an exper-
imental comparison of the accuracy of our proposed learner.
The results demonstrate that DataSqueezer is competitive with
best-in-class competitors in terms of accuracy. In Section V, we
present experimental timing results showing that the empirical
complexity of DataSqueezer matches the theoretical results,
and that DataSqueezer is much faster than other best-in-class
rule learners. We also demonstrate DataSqueezer’s robustness
to missing data in Section V. Finally, we offer a summary and
discussion of future work in Section VI.

II. STATE-OF-THE-ART RULE INDUCTION AND DECISION TREES

We can divide competitors for DataSqueezer into rule
learners, decision trees, and their hybrids. All of these algo-
rithms follow the supervised ML paradigm, meaning that each
training sample must be labeled with its correct classification.
Some decision trees learners are CART [7], ID3 [67], C4.5
[65], T1 [41], and C5.0 [73]. Example rule learners are the
AQ family of algorithms [42], [56], INDUCE [30], FOIL [68],
REP [24], C4.5 rules [65], IREP [37], RISE [31], RIPPER
[25], [27], DiVS [75], BEXA [77], DLG [80], SLIPPER [23],
LAD [5], LERILS [14], and IREP++ [29]. Hybrid learners
are represented by the CN2 [21], [22], and CLIP family of
algorithms [16], [19]. A survey of relevant inductive ML
learners can be found in [36]. Other inductive ML algorithms,
which do not generate rules but some other data models, are
for example probabilistic algorithms like Naïve Bayes [32],
[54], and statistical algorithms like Support Vector Machines
[28], [78]. While rule extraction can be applied to a number
of different ML algorithms, these alternatives are beyond the
scope of the current work.

The above rule and decision tree learners were intensively
studied and cross-compared by the ML community over the
last decade. Several major trends in development of new
learners can be identified. The newer rule learners are usually
characterized by a higher accuracy of the generated rules, often
together with a lower complexity of the rules, when compared
with the older learners. Another major trend was concerned
with lowering computational complexity of the proposed
learners. Some of the older learners, such as REP, have
complexity, where is the number of examples in the training
dataset. Plainly, such algorithms cannot scale to datasets of
millions of examples. Over the last several years the subsequent
learners were characterized by significant improvements in
lowering the complexity. For example, the C4.5 system has

complexity, LERILS learner has complexity, and
RIPPER, SLIPPER, and IREP++ have complexity.
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Table I presents a comparison of all low complexity rule and
decision tree learners. However, in the current age of datasets
including millions of examples, the complexity and speed of
the most scalable rule learners becomes insufficient. To this
end, the current paper proposes a new rule learner that has
log-linear, i.e., , complexity, and is significantly faster
than other log-linear learners, which makes it appropriate for
use in these very large datasets. The proposed rule learner is
carefully evaluated with respect to accuracy and complexity
of the generated rules, and is shown to be competitive in these
respects to other state-of-the-art, low-complexity learners.

We will first review some of the major competitors for
DataSqueezer, and identify a comparison group for our exper-
iments. Since the proposed learner is designed to be scalable,
the primary selection criterion for the comparison group is
low complexity. Secondary criteria are the ability to handle
multi-class problems, and robustness to missing values. The
latter two characteristics are critical for most real-world appli-
cations of inductive learning systems.

Among all decision tree learners, the most scalable, and at
the same time most accurate in terms of the generated rules and
trees is the C5.0 learner [23]. C5.0 is a proprietary, commercial,
unpublished descendant of C4.5 learner. It is based on the clas-
sical theory of decision tree induction [65], [66], and incorpo-
rates various advanced speed, memory, and pruning optimiza-
tion techniques [73]. Thus this learner was selected as the best
representative among decision tree learners for our experimental
comparison.

A number of different algorithms were considered among
the rule learners. First, the learners characterized by substantial
complexity were disregarded. Although complexity results for
the INDUCE, AQ, and FOIL learners (which use a first order
logic based induction engine and Horn clause rule representa-
tion), have never been published, they are known to have very
substantial scalability problems. These algorithms exhibit unac-
ceptable performance even on very small datasets in the range
of several thousand examples. The REP and C4.5 rules learners
have complexity, which is also very substantial, and thus
are also disregarded.

The IREP learner was developed to reduce the high com-
plexity of the REP learner [37]. The IREP learner was shown to
be competitive with REP in terms of accuracy of generated rules,
while at the same time was characterized by significantly lower
complexity [37]. IREP was further improved, resulting in the
RIPPER learner. The RIPPER learner was again shown to have
very competitive accuracy, and better complexity when com-
pared with IREP [25]. RIPPER uses a divide-and-conquer ap-
proach combined with a greedy set-covering based search pro-
cedure during the rule induction process [25]. After a rule is
generated, it is immediately pruned in a greedy manner. Based
on the above discussion, the RIPPER learner was selected as
a representative of rule learners for the experimental compar-
ison. Additionally, RIPPER learner can be used without rule op-
timization step that results in a faster induction process, which
potentially leads to rules of lower accuracy. The nonoptimized
version of the RIPPER was included in the experimental com-
parison set to contrast its scalability with the proposed learner.

The RISE learner has a much worse complexity, i.e., ,
than RIPPER learner, was never experimentally shown to be
competitive in terms of accuracy and rule complexity compared
with more recent learners, and is thus eliminated [31]. The com-
plexity of the LAD learner was never published, and the paper
that introduced the learner presented a statistically inconclusive
comparison with other modern learners [5]. This learner has
a very complex design, and the complexity appears to be sig-
nificantly worse than . LAD is thus eliminated. The
same applies to BEXA learner, which complexity was not pub-
lished, but appears significantly worse than complexity of CN2
and C4.5 learners [77]. The complexity of the DLG learner was
also not published, but based on the algorithm’s pseudocode,
it appears to be worse than , which is achieved by
modern learners including RIPPER [80]. Therefore the learner
is eliminated. Both LERILS and DiVS learners have a much
worse complexity, i.e., , than the RIPPER learner, and
were shown to match the accuracy of RIPPER. Both of these
learners are thus eliminated from the comparison group.

SLIPPER is one of the most advanced rule learners. It is
shown to improve upon the accuracy of RIPPER learner by
applying a boosting strategy in the induction process [74].
In this approach, each subsequent rule covers examples from
the training set that are recognized incorrectly by the rules
created so far. The boosting strategy replaces the classical set
covering approach used by RIPPER, which results in a learner
that is substantially different and complementary to RIPPER
[23]. At the same time SLIPPER learner is characterized by
low, complexity, which is asymptotically identical
to RIPPER’s complexity. Based on the above discussion the
SLIPPER was included in the comparison group. The IREP++
learner is the most recent extension of the RIPPER learner. It
uses an identical induction procedure, but applies optimization
with the respect to running time. Although the IREP++ was
shown to be faster than RIPPER, it is characterized by the same
asymptotic, i.e., log-linear, complexity. At the same time, its
currently published version allows to handle only two-class
datasets, while a further extension is necessary to handle
multi-class problems [29]. Thus, it was not considered for the
experimental comparison.

Finally, among the hybrid learners two learners are consid-
ered. Both CN2 and CLIP4 (the most recent learner from the
CLIP learner family) have the same quadratic complexity. Since
the CN2 generates rules using an entropy-based methodology
(which is very similar to induction process applied by the deci-
sion tree learners), the CLIP4 learner was selected as a repre-
sentative for the experimental comparison. The CLIP4 learner
uses an integer programming based induction process to gen-
erate rules, and was shown to be competitive in terms of ac-
curacy with other modern rule learners [19]. Additionally, it is
the only learner that generates production rules that exclusively
use inequalities, i.e., , in the condition part of the generated
rules, instead of the equalities generated by other learners. We
note that RIPPER learner can be set up to generate inequalities
in the rules, but its design focuses on deriving equality based
rules. Also, BEXA learner uses negations to specialize gener-
ated rules, but the final generated rules are equality based. As
such, CLIP4 is complementary to other learners, which provides
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TABLE I
COMPARISON OF LOW COMPLEXITY RULE AND DECISION TREE LEARNERS

Fig. 1. Pseudocode of the DataSqueezer learner.

additional motivation to include it in the experimental section.
The comparison group selected for our experiments is high-
lighted in boldface in Table I.

III. THE DATASQUEEZER LEARNER

This section introduces the DataSqueezer learner [52]. First,
a formal description and pseudocode of the learner are provided.
Next, the complexity of the learner is estimated. Finally, the
main characteristics and features of the learner are discussed.

A. DataSqueezer Algorithm

Let us denote the training dataset by , which consists of
examples and attributes. The sets of positive examples, ,
and negative examples, , must satisfy three properties:

, , , and .
Fig. 1 presents pseudocode for the DataSqueezer learner. The

pseudocode uses vector and matrices (tables) that are denoted
by capital letters, while their elements are denoted by the same
name using small letters. The table of positive examples is
denoted as POS and the number of positive examples by ,
while the table and the number of negative examples are NEG
and , respectively. The POS and NEG tables are created
by inserting all positive and negative examples, respectively,

where examples are represented by rows and attributes by
columns. Positive examples from the POS table and negative
examples from NEG table are denoted in the DataReduction
procedure by the values where , is the column
number, and is the example number (row number in the
table, which is initialized with either POS or NEG table). The
DataSqueezer learner also uses tables that store intermediate
results ( for POS table, and for NEG table), which
have columns. Each cell of the table is denoted as

, where is a row number and is a column number,
and similarly for table is denoted by . The

table stores a reduced subset of the data from POS, and
table stores a reduced subset of the data from NEG. The

meaning of this reduction is explained later. The and
tables have an additional column that stores

the number of examples from the NEG and POS tables, which
a particular row in and describes, respectively.
Thus, for example stores the number of examples
from POS that are described by the 2nd row in table.
More detailed description that includes rationale and important
features of both of the learner steps follows.

Step 1 Explanation:
Rationale: The learner performs data reduction to gener-

alize information stored in the original data.
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Fig. 2. Example rule generation process of the DataSqueezer learner.

Important Features: Data reduction is performed via use
of the prototypical concept learning, which is based on the Find

algorithm of Mitchell [57]. It is performed for both positive
and negative data and results in generation of the and

tables. The reduction procedure is also related to the least
generalization, as used by the DLG learner [80]. The main dif-
ference is that the least generalization is applied multiple times
for the entire positive set through a beam search procedure,
while DataSqueezer performs it once in a linear fashion by gen-
eralizing consecutive examples. Also, the DLG learner does not
generalize the negative set.

Step 2 Explanation:
Rationale: The learner generates rules by performing

greedy hill-climbing search on the reduced data.
Important Features: A rule is generated by applying the

search procedure starting with an empty rule, and adding selec-
tors until the termination criterion fires. The rule, while being
generated, consists of selectors generated using dataset,
and is checked against the dataset. If the rule covers any
data in the dataset, a new selector is added to the rules
making it more specific, and thus able to better distinguish be-
tween positive and negative data. The maximum depth of the
search is equal to the number of attributes. Next, the examples
covered by the generated rule are removed, and the process is
repeated.

An example dataset is used to illustrate working of the
learner. It describes patients who are either directed home
or undergo treatment based on results of medical tests. Each
patient is described by temperature, blood flow, and chest paint
type attributes, while the class is the decision made for each
patient—see Fig. 2.

For our example, the ,

, , and

In step 1, the and tables are computed:

– First the DataReduction(POS; k) call in line

1.1 is executed. In line DR.1 the variables,

G = [] and d1 = tmp = [low normal 2], are

initialized. After computing DR:2:1�DR:2:4

for j = 1 tmp = [low normal�] and after computing

DR.2.5 and DR.2.6 g1 = [low normal � 2]. After

executing for loop for j = 2 tmp = [� normal �]

and thus based on DR.2.7 g2 = [normal normal 3 1]

and tmp = [normal normal 3]. For j = 3 tmp =

[normal � �] and thus based on DR.2.7 g3 =

[normal low 2 1] and tmp = [normal low 2]. Finally

for j = 4 tmp = [normal low �] and based on DR.2.6

g3 = [normal low � 2]. As the result

G = GPOS =

low normal � 2

normal normal 3 1

normal low � 2

:

– Similarly, when DataReduction(NEG; k)

is called in line 1.2 the resulting

GNEG =
low � 4 2

high normal 4 1
. The last column of

GPOS and GNEG gives the number of rows, from

POS and NEG respectively, which a particular

row in GPOS and GNEG describe. The “�” stands

for “do not care” value. For instance, the

first row in GPOS covers the first two rows in

POS.

In the second step, rules are generated using and
tables:

– A rule is generated by incrementally adding

selectors using the GPOS table. A selector

with the highest summed value from the last

columns is chosen and added incrementally

until a rule will not describe any rows in the

GNEG table. Next, the rows described by the

generated rule are removed and the process re-

peats

– The detailed computations follow. First, we

initialize RULES = [] and LIST = [1; 2; 3]. Next

in line 2.3 saj values are computed as slow 1 =

6 (since low has summed value of 2 in the

last column in GPOS and the total number of

values for j = 1, which is temperature, is 3),

snormal 1 = 9, snormal 2 = 9, slow 2 = 6, s3 3 = 4. In

line 2.4 the snormal 1 is selected, LIST = [2; 3],

and rules1 = [temperature = normal]. Next in line

2.5.1 rules1 is verified not to describe any

rows in GNEG. In line 2.5.2 GPOS = [low normal � 2]
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and since it is not empty (line 2.5.3) the

algorithm iterates back to line 2.2. Again,

LIST = [1; 2; 3] and slow 1 = 6 and snormal 2 = 6.

– The rules2 = [temperature = low] and LIST = [2; 3]

are computed in line 2.4. Since rules2 describes

first row in GNEG line 2.3 is executed again

to further specialize the rule. The snormal 2 = 6

is computed in 2.3, and rules2 = [temperature =

low and blood ow = normal] and LIST = [3] is com-

puted in 2.4. Finally since the rules2 does not

describe any rows in GPOS and after removing

rows in line 2.5.2 GPOS becomes empty the al-

gorithm terminates.

– As the result two rules were generated—see

Fig. 2.

The procedure is similar, in some aspects, to DiVS [75]. The
DiVS learner also learns using both positive and negative data,
but it uses all examples to generate rules, including the ones
covered by already generated rules. For multi-class datasets,
the DataSqueezer learner generates rules for every class, each
time generating rules that describe the currently chosen (posi-
tive) class.

B. Theoretical Complexity

In what follows, the asymptotic complexity of the
DataSqueezer learner is determined. Our terminology and
assumptions are as follows:

– is the number of examples, is the number of attributes,
is the number of generated rules, and is the number of

classes in the problem;
– length of the RULES vector is and it is not longer

than ;
– size of all POS and NEG matrices is ;
– ;
– and are small constants. These constants were used in

the analysis to provide general complexity estimation, but
the final complexity is a function of .

To estimate complexity of the entire learner, we break the
process into determination of the complexity for particular steps
of the learner.

1. Complexity of the initialization (line “Given” from the
code in Fig. 1).

to derive POS matrix
to derive NEG matrix

Thus, the total complexity of the initialization is:
.

2. Complexity of STEP 1 (lines 1.1–1.2 from the code in
Fig. 1).

First, complexity of the DataReduction procedure is es-
timated.

Line DR.1:
Line DR.2.1: and applies to lines
DR.2.2-DR.2.7

Line DR.2.2: and applies to lines
DR.2.3, and DR.2.4
Line DR.2.3:
Line DR.2.4:
Lines DR.2.5-DR.2.7:
Line DR.2.8:

Thus, total estimated complexity of DataReduction
procedure is

Since STEP 1 simple calls twice the RataReduction pro-
cedure and stores the results in and tables,
which is , its total complexity equals to .

3. Complexity of STEP 2 (lines 2.1–2.5.4 from the code in
Fig. 1).

Line 2.1:
Line 2.2:
Line 2.3: one sweep through
is sufficient
Line 2.4: selection of is
precomputed in 2.3
Line 2.5.1: one sweep through

is required
Line 2.5.2:
Line 2.5.3: and applies to lines
2.2–2.5.4, since this line will exe-
cute “go to 2.2” times
Line 2.5.4: and applies to
lines 2.3–2.5.4, since the longest
rules has selectors

Thus, the total complexity of STEP 2 is

The complexity of the entire learner is estimated as a sum of
complexities for each of the learner’s steps as:

.
The above estimation concerns generation of rules for one

class. The complexity of generation of rules for the problems
with classes is . Since the number of generated
rules and number of classes are usually small constants, the
expected running time of the learner is . This argu-
ment shows that the complexity of the DataSqueezer learner is
log-linear with the number of examples in the training dataset.
We note that for some applications number of attributes may
be large in comparison with the number of examples, i.e., can
be or even . In this case, the expected running time
of the learner is , i.e., the running time is
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TABLE II
DESCRIPTION OF THE DATASETS USED FOR THE BENCHMARKING TESTS

when is . On the other hand, in case when is a small con-
stant, and since the rule length is limited by , the expected run-
ning time reduces to showing linear relation with number
of examples. We also note that the above estimate holds only for
discrete data, while for continuous or mixed-mode data cost of
front-end discretization must be added.

We discuss DataSqueezer’s general characteristics below, and
then proceed with a thorough experimental evaluation in Sec-
tions IV and V.

C. General Characteristics

The DataSqueezer learner was first described in [52]. It was
further incorporated into a larger data mining system called
MetaSqueezer [50], which was successfully applied to analysis
of real-life clinical data concerning patients with cystic fibrosis
[51]. The current paper is the first to present a detailed de-
scription of this learner, together with theoretical and extensive
experimental analysis, and comprehensive comparison with
other state-of-the-art learners. A very important advantage of
the proposed learner is its simplicity. Our C++ implementation
of DataSqueezer is less than 400 lines.

DataSqueezer can handle data with missing values. The
missing values are processed in steps 1.2.2 and 1.5.2. The
learner uses all available information while ignoring missing
values, i.e., they are handled as “do not care” values. Experi-
mental analysis, presented later, shows that the learner is robust
to a large number of missing values. It can generate correct and
compact rules in linear time even from data that have over half
of the attribute values missing.

DataSqueezer can handle only discrete-valued, i.e., discrete
numerical and nominal, attributes. In case of continuous at-
tributes front-end discretization can be applied. The learner
handles nominal data by automatic front-end encoding into
numerical values. The generated rules are independent of the
encoding scheme since the learner does not calculate distances,
nor does it apply any metric during rule induction process.

Some of the inductive learners, such as AQ, CLIP, CN2,
also can handle only discrete data, while some others can
handle continuous attributes but still perform better with
discrete-valued attributes [9], [43]. Several discretization al-
gorithms, including unsupervised algorithms, such as equal
width and equal frequency [15], and supervised algorithms,
such as Information Entropy Maximization [33], CADD [13],

and CAIM [46], [47], [49], can be used. The proposed learner
uses CAIM discretization algorithm for smaller datasets, as
this algorithm is the most recent and high quality discretization
algorithm. For larger datasets, i.e., cid, forc, ipums, and kdd
(see Table II), it uses equal frequency discretization, as this
algorithm scales better with data size. The RIPPER, SLIPPER,
and C5.0 learners, which are used in the experimental section,
can handle continuous data on their own. The CLIP4 learner
also uses CAIM and equal frequency discretization algorithms.

The learner, as it was used in the experimental section, uses
two thresholds to reinforce the stopping condition in the second
step of the rule induction process. DataSqueezer uses default
values for the thresholds, which are set to zero, unless a user
specifies alternative values.

– Pruning Threshold is used to prune very specific rules.
The rule generation process is terminated if the first se-
lector added to has value equal or smaller than
the threshold’s value. The learner induces rules by se-
lecting maximal values (selectors that cover the most
positive training examples) and removes examples that
are covered by the already generated rules. This has an
advantage of leaving small subsets of positive examples,
which contain examples different than majority of exam-
ples already covered (outliers), and which can be filtered
out with the use of this threshold.

– Generalization Threshold is used to allow rules that cover
a small amount of negative data. This threshold is used to
relax the requirement from line 2.5.1 in Fig. 1, and allow
accepting rules that describe a number of examples from
negative training set equal or smaller than the threshold’s
value. Such mechanism is especially valuable in case of
data containing overlapping classes, and in case of having
inconsistent examples in the training dataset.

Both thresholds are specified as percentage of size of the pos-
itive training data set and thus are easily scalable. The thresholds
should normally be set to small values.

DataSqueezer generates a separate set of rules for each class
in the training dataset. It uses the rules to classify examples from
the testing dataset. Due to the rule generation mechanism of the
learner and use of the two thresholds, conflicts in the rule-set are
possible. In general, two classification outcomes are possible: an
example is assigned to a particular class, or is left unclassified.
To classify an example and resolve the conflicts, the following
procedure is applied.
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– All the rules that cover (describe) the ex-

ample are found. If no rules cover the example

then it is left unclassified; this may happen

if the example has missing values for all at-

tributes that are used by the rules.

– For every class, the goodness of rules de-

scribing a particular class and covering the

example is summed. The example is assigned to

the class that has the highest summed value.

If there is a tie then the example is un-

classified. The goodness value for each rule

is equal to the percentage of the positive

training examples that it covers.

This classification procedure is identical to the procedure
used by CLIP4 learner [19]. We note that all unclassified
examples are categorized by the proposed learner as incorrect
classifications since they are not described by the model. As
such, these incorrect classifications contribute toward lowering
classification accuracy, which is reflected in test results pre-
sented in the next section.

In contrast, other learners, such as RIPPER, SLIPPER, and
C5.0 apply a so-called default hypothesis. In this case, if an
example is not covered by any rule, it is assigned to the class
with the highest frequency (default class) in the training dataset.
This means that each example is always classified to one of the
classes. Such a mechanism may lead to significant, artificial im-
provement in the accuracy of the generated rules. In the extreme
case, for highly skewed datasets, where one of the classes is in
a significant majority, it may lead to generation of the default
hypothesis as the only “artificial” rule. Skewness is a common
problem in realistic data mining tasks; for instance, fraud de-
tection systems frequently deal with data that is skewed 100:1
against examples of fraud, which are the most important exam-
ples to detect. Skewness on the order of 100 000:1 has been re-
ported for other application domains [64]. In its current form,
DataSqueezer does not explicitly deal with the problem of skew-
ness, other than by not incorporating a default rule. The two
dominant approaches to dealing with skewness in ML are to
resample the dataset (oversampling the minority class, under-
sampling the minority class), which is usually done by prepro-
cessing the dataset as in [11]; or by incorporating misclassifica-
tion costs into the actual ML algorithm. A study of these options
and their impact on DataSqueezer would be a worthwhile exten-
sion of our work, but is beyond the scope of the current paper.

IV. EXPERIMENTS

DataSqueezer was extensively tested to shows two main fac-
tors.

– DataSqueezer is competitive with other state-of-the-art
rule learners in the accuracy and complexity of the rules
it generates.

– DataSqueezer exhibits better scalability than these other
state-of-the-art learners. The empirical complexity of
DataSqueezer closely matches the calculated log-linear
asymptotic complexity, while the running time for

DataSqueezer is far shorter than for other learners in the
comparison group.

This section focuses on the question of accuracy and rule
complexity for a variety of realistic datasets. We will report
our scalability studies in Section V. We also demonstrate
DataSqueezer’s robustness to missing data as a part of our
scalability studies in Section V.

The proposed learner was tested on a comprehensive set of
22 datasets. Training datasets ranged between 151 and 500 K
examples, the testing datasets between 15 and 500 K exam-
ples, the number of attributes between 5 and 61, and the number
of classes between 2 and 40. The datasets were obtained from
the UCI ML repository [4], the StatLog project datasets reposi-
tory [79], and from the UCI KDD Archive [39]. A detailed de-
scription of the datasets is presented in Table II. We note that
for the ipums dataset the response years, i.e., 1970, 1980, and
1990 were used as classes, similarly as in [2]. We also note that
the CLIP4 learner, due to its very long running time caused by
quadratic complexity, was not tested on large datasets.

In addition to accuracy, we also report the number of rules
generated, and their complexity as measured by number of se-
lectors. The latter factors are very important from the user point
of view, especially in cases when the user needs to understand
and evaluate the generated rules. The DataSqueezer learner is
directly compared with the learners selected in Section II, i.e.,
C5.0, RIPPER, RIPPER without optimization, SLIPPER and
CLIP4, and also to results reported in [55], which compared
33 other learners, including statistical algorithms, neural net-
works, decision trees, and rule learners, on the same datasets.
The datasets and test procedures were selected to mimic test
procedures used in [55] to enable direct comparison between
the learners. As in [55], some of the tests were performed using
tenfold cross-validation.

Table III reports accuracy for C5.0, RIPPER, SLIPPER,
CLIP4, DataSqueezer, and the other 33 learners, for the 22
datasets. The results for the 33 learners report minimum and
maximum accuracy, as published in [55]. In addition, we report
sensitivity and specificity results for DataSqueezer on each
dataset; these are a standard used in medicine where sensitivity
and specificity analysis is used to evaluate confidence in the
results [20], and are also related to ROC analysis of learner
performance [62]. For multi-class problems, the sensitivity
and specificity are computed for each class separately (each
class being treated as positive class in turn), and the average
values are reported. Results for all tenfold cross-validation
experiments and mean values include standard deviations.

On average, C5.0 obtains the highest average accuracy, with
the RIPPER being second best, followed by DataSqueezer,
CLIP4, and SLIPPER. Closer analysis reveals that there is no
universally best learner in this comparison group. A summary
of the results is given in Fig. 3 and Table IV. In the scatterplot
of Fig. 3, each point compares DataSqueezer to some second
learner on a single dataset. The -axis position of the point
is the accuracy of DataSqueezer, and the -axis position is
the accuracy of . Therefore, points below the line
correspond to datasets for which DataSqueezer performs better
than some second learner. Visual inspection shows that the
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TABLE III
ACCURACY RESULTS FOR ALL LEARNERS; ** EXECUTION STOPPED AFTER STATUS_STACK_OVERFLOW ERROR

Fig. 3. Summary of accuracy results for the benchmarking test. Points below the y = x line correspond to datasets for which DataSqueezer performs better than
some other learner.
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TABLE IV
SUMMARY OF ACCURACY RESULTS FOR THE BENCHMARKING TEST. IF L AND L ARE THE LEARNERS CORRESPONDING TO A ROW AND COLUMN,

RESPECTIVELY, THE UPPER TRIANGLE ENTRIES ARE THE AVERAGE OF accuracy(L )=accuracy(L ) ON ALL 22 DATASETS. THE LOWER TRIANGLE ENTRIES

ARE THE WON-LOSS-TIED RECORD OF LEARNER L VERSUS L , A “WIN” INDICATING L ACHIEVED A HIGHER ACCURACY

TABLE V
RESULTS OF t-TEST BETWEEN THE DATASQUEEZER LEARNER AND A SECOND LEARNER; “++“ INDICATES THAT DATASQUEEZER WAS SIGNIFICANTLY BETTER,
“+�“ INDICATES THAT THERE WAS NO STATISTICALLY SIGNIFICANT DIFFERENCE, AND “��“ INDICATES THAT DATASQUEEZER WAS SIGNIFICANTLY WORSE

proposed learner performs on average with accuracy similar to
other learners.

In Table IV, let be the learner corresponding to a
row in the table, and let the correspond to a column.
The upper triangle entries are the average of the quantity

across all 22 datasets. For
instance, the entries in the last column indicate that CLIP4’s ac-
curacy is about 6% lower than C5.0’s, 4% lower than RIPPER’s,
2% lower than nonoptimized RIPPER’s and DataSqueezer’s,
and about 4% higher than SLIPPER’s. The lower triangle
entries are the won-loss-tied record of learner versus .
“Win” indicates that achieved higher accuracy. For in-
stance, the last entry in the second column indicates that CLIP4
achieves a higher accuracy than DataSqueezer nine times, a
lower accuracy nine times, and the same accuracy two times.
Close inspection of the entries in the second row and second
column, which concern comparison between the proposed
learned and the other learners, show that the DataSqueezer
generates rules with accuracy similar to accuracy of rules gen-
erated by the other learners. The differences in accuracy range
between 4% loss to C5.0 learner and 5% win with SLIPPER
learner, and are relatively close to each other.

The -statistics test was used to compare learners for all ten-
fold cross validation experiments. The test determines if the dif-
ference in accuracy between two learners on a single dataset is
statistically significant. The 5% confidence level test was per-
formed. For a given experiment, the two learners are statistically
different if the value is greater then the confidence limit.

Table V shows the test results, where each column describes
-test outcome considering difference in accuracy obtained by

DataSqueezer and some second learner given in the top row.
The summary row shows that the proposed learner is signifi-
cantly worse on three datasets and there is no statistically sig-
nificant difference on seven datasets, when compared with the
most accurate C5.0 learner. This shows that DataSqueezer on
average is statistically worse than C5.0, although for majority of
the datasets they achieve comparable results. Comparison with
other learners shows no significant statistical difference in ac-
curacy.

In Table VI, we present our experimental measurements of
rule complexity. The proposed learner is compared with the
results reported in [55], and the results achieved by the C5.0,
RIPPER, RIPPER without optimization, SLIPPER, and CLIP4
learners. The smallest average number of rules is generated by
the SLIPPER learner, with the RIPPER being close and the
second best. Next is nonoptimized RIPPER, followed by CLIP4,
DataSqueezer, and finally C5.0. The number of rules generated
by the DataSqueezer is similar to the average number of rules
reported by [55]. We note that RIPPER and SLIPPER generate
rule sets that are on average half the size of any of the other
learners.

Although both number of selectors and number of selectors
per rule are reported, the latter measure gives better indica-
tion of the complexity of generated rules. The number of selec-
tors per rules is very small and comparable for C5.0, RIPPER,
SLIPPER, and DataSqueezer learners. This shows that all these
learners generate very compact, and thus easily comprehensible,
rules. The CLIP4 learner generates on average longer rules,
which is caused by their inequality based format. Most of the
datasets considered have a very compact equality based under-
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TABLE VI
NUMBER OF RULES AND RULE COMPLEXITY RESULTS FOR THE BENCHMARKING TEST; ** EXECUTION STOPPED AFTER STATUS_STACK_OVERFLOW ERROR

TABLE VII
SUMMARY OF NUMBER OF RULES RESULTS FOR THE BENCHMARKING TEST

TABLE VIII
SUMMARY OF NUMBER OF SELECTORS PER RULE RESULTS FOR THE BENCHMARKING TEST

lying rule base, and thus the rules generated by CLIP4, which
represent a negation of the underlying rule base, are long.

Similarly as for the accuracy results, a summary of the results
is given in Tables VII and VIII. Table VII shows won-loss-tied
record with respect to the number of generated rules for the
considered learners, where “win“ indicates that generated
smaller number of rules. Table VIII shows won-loss-tied record
with respect to the number of generated selectors per generated
rule for the considered learners, where “win“ indicates that
generated smaller number of selectors per rule. The tables, in the
upper triangle, also present the average across all 22 datasets,
of the quantity in case of Table VII,

and in case
of Table VIII.

Close inspection of the entries in the second row in Table VII,
which concern comparison between the proposed learned and
the other learners, show that the DataSqueezer generates about
60% more rules than SLIPPER, about 25% more than CLIP4,
10% more than RIPPER, about 20% less than nonoptimized
RIPPER, and over 50% less than C5.0. The same inspection
applied to Table VIII shows that DataSqueezer generates 50%
more selectors per rule than C5.0, RIPPER and SLIPPER, about
30% more than nonoptimized RIPPER, and significantly less
than CLIP4. Results show that C5.0 generates relatively large
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TABLE IX
COMPARISON BETWEEN THE RESULTS ACHIEVED BY DATASQUEEZER LEARNER FOR THE EXPERIMENTS INVOLVING CROSS

VALIDATION AND FIXED SIZE TESTING DATASETS

TABLE X
DESCRIPTION OF THE SYNTHETIC DATASET USED FOR THE SCALABILITY TEST

number of short rules. We note that SLIPPER learner on average
generates smaller number of shorter rules than DataSqueezer.
On the other hand, although the difference between the proposed
learner and RIPPER learner in terms of number of generated se-
lectors per rule is significant, the number of generated rules is
comparable between the learners. Finally, we note that although
SLIPPER on average generates the smallest number of compact
rules, there is no universally best learner in this category, which
can be observed based on the values in entries in the lower tri-
angle in Tables VII and VIII.

An important factor, when discussing difference in accuracy
between the selected learners, is that RIPPER, SLIPPER, and
C5.0 generate and use default hypotheses, while both CLIP4 and
DataSqueezer do not. The default hypothesis is used in cases
where no rule covers an example, and it simply classifies such
example to the majority class from the training dataset. In case
of the latter two learners such an example is left unclassified,
which translates into incorrect classification and lowers the ac-
curacy. These two different scoring approaches are used for all
22 datasets considered in the benchmarking test since they are
built into the learners. Using default hypothesis may artificially
increase accuracy of the generated rules, especially for highly
skewed datasets. In some cases, using default hypothesis may
even lead to generation of the default hypothesis as the only “ar-
tificial” rule. While such a solution generates accurate classifi-
cation, it has no practical use for the user since no data model
(rules) for any of the classes is generated. For example, for smo
dataset, the CLIP4 and DataSqueezer are the only two learners
that generate rules, while the RIPPER, SLIPPER and C5.0 gen-
erate only the default hypothesis. Although all these learners
achieve the same accuracy for these datasets (see Table III),
Table V shows that no rules were generated by the latter three
learners. We note that using a default hypothesis may also lower
the average number and complexity of the generated rules.

We note that for ten out of 22 considered datasets, the tenfold
cross validation procedure for testing was applied. In this case
the training dataset is different and reordered for each of the
ten folds. The proposed learner performs a linear scan through
the training dataset in the first induction step, which is sensitive
to a specific order of the input data, while in the second step
a greedy search is applied that results in overcoming this sensi-
tivity problem. Comparison between the results achieved for the
experiments involving cross validation and fixed size training
datasets, which experimentally shows insensitivity to the order
of training examples, is presented in Table IX.

The difference in the number of generated rules results from
the fact that these numbers are not normalized, and the largest
datasets that have the biggest underlying rule based belong to the
set of fixed size datasets. Both accuracy and number of selectors
per rule are normalized, and show that similar performance is
achieved in terms of accuracy, and number of selectors per rule
is better for cross validation experiments. These results show
that the order of data in the training set does not have impact on
the accuracy, and complexity of the generated rules.

To summarize, the DataSqueezer learner is characterized by
accuracy that is comparable with accuracy of other state-of-
the-art learners. The proposed learner is statistically worse only
in comparison with C5.0, although for majority of datasets they
are characterized by results of similar quality. It generates rule
sets comparable in size to those generated by most other ad-
vanced learners, albeit two times larger than rule sets generated
by the SLIPPER learner.

V. PERFORMANCE BENCHMARKING

This set of benchmarking tests evaluates and compares the
proposed learner to other state-of-the-art learners in terms of
scalability and robustness to missing data. All simulations were
performed on a TOSHIBA TECTRA laptop equipped with
1.6-GHz Intel Centrino processor, and 512-MB RAM.

We note that the below tests were performed for discrete
datasets, while in case of continuous or mixed mode datasets
discretization cost should be included. Depending on the se-
lected discretization algorithm, the cost may worsen the asymp-
totic complexity of the rule generation process, i.e., simplest un-
supervised discretization algorithms are linear, while the fastest
supervised discretization algorithms are [46]. We also
note that the scalability is evaluated with respect to the number
of input data examples. The results do not represent a situation
where number of attributes is large in comparison with number
of examples , i.e., is or . In the first case the
proposed learner is characterized by the is asymp-
totic scalability.

A. Scalability Tests

The scalability tests use two large datasets, the cid dataset de-
scribed in Table II, and a synthetic dataset that is described in
Table X. The cid dataset is a large (around 200 K examples),
complex, high dimensional, noisy, natural dataset that includes
missing values, while the synthetic dataset is larger (over 1 mil-
lion examples), has a large number of irrelevant attributes, a
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TABLE XI
DETAILED RESULTS ACHIEVED BY DATASQUEEZER, C5.0, CLIP4, RIPPER, AND SLIPPER LEARNERS ON THE CID DATASET. ZERO VALUES IN THE # RULES AND

# SELECTORS ENTRIES MEAN THAT ONLY THE DEFAULT HYPOTHESIS WAS INDUCED

relatively simple underlying rule base, and no missing values.
These two datasets cover the main characteristics of modern
classification problems.

The goal of these tests is to experimentally show that the
DataSqueezer learner has log-linear complexity, and that it
is faster than other scalable, modern learners; these are the
members of the comparison group identified in Section II. For
both datasets, we incrementally double the size of the training
datasets, using the first examples from the original training
dataset. We note that in case of a linear complexity, the running
time should be doubled, while in case of the proposed learner
complexity should follow the log-linear increase. The empirical
complexity estimate can be derived by plotting the achieved
running times and comparing them with corresponding ref-
erence complexity curves. Table XI shows detailed results
achieved by the selected five learners on the cid dataset.

Fig. 4 visualizes the results as a graph of running time versus
the size of training data. It uses logarithmic scale on both axes
to help visualize data points with low values. Both linear and
log-linear curves were plotted on the figure for the reader’s con-
venience. Asymptotic complexity of a learner is evaluated based
on the slope of the resulting curves, in comparison with the ref-
erence, i.e., linear and log-linear curves, while vertical shifting
of the observed curves denotes difference by a constant factor.
Both, RIPPER and RIPPER without optimization exhibit the
same asymptotic complexity, i.e., their curves are parallel and
therefore are analyzed together. Fig. 4 also compares the time
ratios for consecutive datasets of increasing size for the consid-
ered learners.

The plots show that the fastest learner for this dataset is
DataSqueezer, followed by C5.0, SLIPPER and RIPPER. The
results for CLIP4 are not shown since they were not as good
and would distort analysis of the results. They were included in
Table XI to show the difference between and
learners. Closer analysis of the slope of the plots reveals that
for this high dimensional and complex dataset DataSqueezer
learner exhibits one of the best scalability properties. The time
ratios show that DataSqueezer and C5.0 have, on average,
log-linear experimental complexity, and DataSqueezer is by
far the most stable with the increasing size of training data. Its
maximum time ratio is 2.5, which is significantly lower than
the maximal time ratios for other learners. At the same time,
the proposed learner is at least an order of magnitude faster
than both SLIPPER and RIPPER, and four times faster than
C5.0 learner.

Fig. 5 show the relation between the running time and the
size of training data in the linear-log scale, together with
linear approximations for the C5.0, SLIPPER, RIPPER and
DataSqueezer learners. Extrapolating the linear approxima-
tions, which favors more complex learners, suggests that for the
datasets consisting of 20 million examples, which are currently
becoming quite common, it would require about 27 min for
DataSqueezer, 1 h and 45 min for C5.0, 4 h and 18 min for
RIPPER without optimization, 5 h and 15 min for SLIPPER,
and finally 16 h 20 min for RIPPER to perform induction using
the same hardware.

In addition to running time, the results also report the accu-
racy, number of generated rules, and number of generated se-
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Fig. 4. Top plot shows running time in the log-log scale achieved by DataSqueezer (DS), C5.0, CLIP4, RIPPER, and SLIPPER learners on the cid dataset. The
bottom bar chart shows time ratios for consecutive input data sized for the considered learners together with reference values for the linear, log-linear and quadratic
ratios.

Fig. 5. Running time in the linear-log scale achieved by DataSqueezer (DS), C5.0, CLIP4, RIPPER, and SLIPPER learners on the cid dataset.

lectors. Fig. 6 summarizes the results for the cid dataset. The
plots show that all learners are characterized by stable accuracy
with the increasing amount of training data. We note that the
default hypothesis for this dataset is around 94% accurate, and
thus RIPPER, SLIPPER, and C5.0 have higher accuracy. The
same stability is characteristic to DataSqueezer and SLIPPER
when analyzing the number of generated rules and selectors. On
the other hand, the C5.0 and CLIP4 learners are characterized
by a rapid increase of the number of generated rules and selec-
tors with the increasing amount of training data. This shows that

the generated rules for the larger training sets are unnecessarily
complex and may be overfitted.

Table XII shows detailed results achieved by the selected five
learners on the synth dataset. Similarly as for the cid dataset, the
results are visualized in Figs. 7 and 8. The CLIP4 learner was
not used, since it is quadratic and would take too much time to
run.

Fig. 7 shows that the fastest learner for this dataset is al-
ways DataSqueezer, followed by C5.0, RIPPER and SLIPPER.
Closer analysis of the slopes of complexity curves and time ra-



46 IEEE SYSTEMS, MAN, AND CYBERNETICS—PART B: CYBERNETICS, VOL. 36, NO. 1, FEBRUARY 2006

Fig. 6. Accuracy, number of rules and selectors generated by DataSqueezer (DS), C5.0, CLIP4, RIPPER, and SLIPPER learners on the cid dataset.

TABLE XII
DETAILED RESULTS ACHIEVED BY DATASQUEEZER, C5.0, RIPPER, AND SLIPPER LEARNERS ON THE SYNTH DATASET. ZERO VALUES IN

THE # RULES AND # SELECTORS ENTRIES MEAN THAT ONLY THE DEFAULT HYPOTHESIS WAS INDUCED; * EXECUTION STOPPED AFTER

2 H; ** EXECUTION STOPPED AFTER STATUS_STACK_ OVERFLOW ERROR

tios chart shows that both DataSqueezer and C5.0 are linear for
this dataset, while both RIPPER and SLIPPER are significantly
slower and log-linear. We also note that the proposed learner
was always the fastest, and the two most stable learners with in-

creasing size of the training data were C5.0 and DataSqueezer.
Their maximum time ratio is 2.1, which is significantly lower
than the maximal time ratios for other rule learners, and they
are at least an order of magnitude faster than both SLIPPER
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Fig. 7. Top plot shows running time in the log-log scale achieved by DataSqueezer (DS), C5.0, RIPPER, and SLIPPER learners on the synth dataset. The bottom
bar chart shows time ratios for consecutive input data sized for the considered learners together with reference values for the linear, log-linear and quadratic ratios.

Fig. 8. Running time in the linear-log scale achieved by DataSqueezer (DS), C5.0, RIPPER, and SLIPPER learners on the synth dataset.

and RIPPER. We note that this agrees with the theoretical com-
plexity estimate, which reduces to linear in case when number
of attributes and rule length are small constants.

Based on the linear approximations for the C5.0, SLIPPER,
RIPPER and DataSqueezer learners shown in the Fig. 8, an ex-
trapolation of the running time for a larger (say 100 million ex-
amples) dataset can be computed. In this case, it would require
about 40 min for DataSqueezer, 42 min for C5.0, 2 h and 22 min
for RIPPER without optimization, 6 h 47 min for RIPPER, and
finally 21 h 8 min for SLIPPER to perform induction using the
same hardware.

Fig. 9 reports accuracy, number of generated rules, and
number of generated selectors for the synth dataset. The plots
show that all learners are very stable for all three characteristics
with the increasing amount of training data.

To summarize, C5.0 and DataSqueezer are experimentally
verified to be linear for datasets of relatively compact under-
lying rule base where number of attributes and rule length can
be treated as small constants, and for complex datasets are
log-linear. On the other hand, RIPPER and SLIPPER experi-
mentally are log-linear in case of “easy” datasets, while they
are worse than log-linear for complex datasets. C5.0 overfitted
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Fig. 9. Accuracy, number of rules and selectors generated by DataSqueezer (DS), C5.0, RIPPER, and SLIPPER learners on the synth dataset.

rules for the large complex dataset, which may limit its us-
ability. The DataSqueezer learner was consistently the fastest
one, with at least an order of magnitude improvement compared
with RIPPER and SLIPPER learners. We also note that the
performed analysis does not show that any of the considered
learners is asymptotically faster than the others, although it
shows which learners are faster. The superiority, in terms
of computational speed, of the DataSqueezer learner can be
explained by the sequential character of its first step combined
with a fast, greedy, hill-climbing search in the second step of
the algorithm. This very efficient rule generation procedure
puts DataSqueezer in a better position when compared to more
complex modern learners.

B. Robustness to Missing Data

These experiments use the two datasets from the scalability
test, and two datasets, sat and vaw, which were used in Sec-
tion IV. The datasets were selected to cover a wide range of
problems. The goal is to evaluate robustness of the learners, in
terms of accuracy, number and complexity of generated rules, as
well as running time with increasing amounts of missing values
in the training dataset. Missing data was introduced into the four
training datasets by random deletion in the increasing amounts
of 5%, 10%, 20%, 30%, 40%, 50%, and 60%. The nonoptimized
RIPPER is not included since the above experimental results
show that it is, on average, worse that RIPPER.

Fig. 10 shows the relation between the accuracy of the
generated rules and amount of missing data for DataSqueezer,
C5.0, RIPPER, and SLIPPER learners for all four datasets.

The results show that there is no universally stable learner.
C5.0 has problems on the synth and wav datasets; RIPPER has
problems on sat, and wav; SLIPPER has problems on wav,
and cid; DataSqueezer has problems on synth. We note that
DataSqueezer is stable and does not worsen accuracy of the
rules with increasing amount of missing values. This improve-
ment can be observed for cid, and sat datasets. On average,
we note that DataSqueezer is the most robust among the four
learners, with SLIPPER being the second best.

Fig. 11 shows the relation between the number of generated
rules and amount of missing data for the four learners. The re-
sults show that SLIPPER is almost always the most stable and
generates the smallest number of rules. RIPPER is very un-
stable for synth, and overfits the rules for sat. C5.0 is the only
learner that was able to reduce number of generated rules with
increasing amount of missing values. This improvement can be
observed for cid, wav, and sat datasets. On the other hand, on
average C5.0 generates a significantly higher number of rules
than other learners. DataSqueezer overfits the rules on wav, and
is stable for other datasets. On average, we note that SLIPPER
is the most robust, with DataSqueezer being the second best.

Fig. 12 shows the relation between the number of generated
selectors and amount of missing data for the four learners. The
results again show superiority of SLIPPER learner. RIPPER
is again very unstable for synth, but reduces number of selec-
tors with increasing amount of missing values for the remaining
datasets. C5.0 is the second learner that reduces the number of
generated selectors with increasing amount of missing values
for cid, wav, and sat datasets, but again on average it generates
a significantly higher number of selectors than other learners.
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Fig. 10. Accuracy of rules generated by DataSqueezer (DS), C5.0, RIPPER, and SLIPPER learners for the robustness test.

Fig. 11. Number of rules generated by DataSqueezer (DS), C5.0, RIPPER, and SLIPPER learners for the robustness test.
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Fig. 12. Number of selectors generated by DataSqueezer (DS), C5.0, RIPPER, and SLIPPER learners for the robustness test.

Fig. 13. Running time of DataSqueezer (DS), C5.0, RIPPER, and SLIPPER learners for the robustness test.
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DataSqueezer is stable, with the exception of the wav. On av-
erage, we note that SLIPPER is the most robust, with RIPPER
and DataSqueezer being the second best.

Fig. 13 shows the relation between the running time and
amount of missing data for the four learners. The results show
the superiority of DataSqueezer, which not only is always the
fastest, but also its running time is constant with an increasing
amount of missing values. The SLIPPER is also very stable
with increasing amount of missing values. While for some
datasets, such as synth, wav, and sat, its running time even
decreased with the increasing amount of missing data, overall
SLIPPER was significantly slower than other learners. RIPPER
has numerous running time instability problems, which can be
observed for synth and cid. C5.0 achieved very good running
time results on wav and sat, but at the same time shows major
instability for cid, and a strong increasing trend for synth. On
average, we note that DataSqueezer is substantially more robust
in this category than the other learners.

To summarize, the DataSqueezer shows superior robustness
to missing values in terms of running time and a stable level
of accuracy. It also shows fairly good robustness in terms of
number and complexity of generated rules. The other robust
learner is SLIPPER. It shows superior properties in terms of the
number and complexity of generated rules with the increasing
amount of missing values, and very good properties in terms of
very high and fairly stable accuracy of generated rules.

VI. CONCLUDING REMARKS

The paper describes a novel inductive rule learner called
DataSqueezer. It induces a set of production rules from a
supervised training dataset. It is characterized by being rela-
tively simple to implement, and having fast induction process.
The learner was extensively tested and compared with several
state-of-the-art representative decision tree and rule learners.
The tests show that the learner generates rules with accuracy
and complexity comparable to the rules generated by other
learners. The main two advantages of DataSqueezer are its
log-linear complexity combined with speed that is better when
compared with other scalable, modern learners, and robustness
to missing values. Excellent scalability of the proposed learner
was shown both theoretically and experimentally. On all tests,
the learner was on average the fastest. At the same time, the ac-
curacy and complexity of the rules DataSqueezer generates are
not affected by presence of large amounts of missing values in
the training dataset. DataSqueezer is thus well suited to modern
data mining and business intelligence tasks, which commonly
involve huge datasets with a large fraction of missing data.

A. Future Work

One of open issues is robustness of the proposed learner to
noise and inconsistency in input data. Future work will aim
to address this issue by performing benchmarking on datasets
that include noise. Future work will also include applying the
DataSqueezer learner within the Meta Mining architecture.
Meta Mining is a generic framework for higher order learning
where rules are induced from rule sets generated by ML or
data mining algorithms. Its main characteristic is generation of
data models, called meta-models, from the already generated

data models (referred to as meta-data) [72], [76]. Researchers
argue that such meta-models are more suitable for describing
knowledge that can be considered interesting, and that reduced
complexity of generated rule sets can be achieved [1], [50],
[72], [76]. Finally, parallelization for cluster systems will also
be a topic of future research.
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