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Abstract. Development of Fuzzy Cognitive Maps (FCMs) that accurately describe 
a given dynamic system is a challenging task which in many cases cannot be fully 
completed based solely on human expertise. Some of the reasons behind this limi-
tation include potential bias of the human experts and excessive size of the prob-
lem itself. However, due to the lack of automated or semi-automated methods that 
would replace or support designers, most of existing FCMs were developed using 
expert-based approaches. Interestingly, in the recent years we have witnessed the 
development of algorithms that support learning of FCMs from data. The learning 
corresponds to the construction of connection matrices based on historical data 
presented in the form of multivariate time series. Since the FCM may include 
feedback loops and they incorporate nontrivial transformation functions, forming 
these models from data is a complex task that requires searching through a large 
solution space. The existing automated learning methods are based either on the 
Hebbian learning or they apply evolutionary algorithms. This chapter formulates 
the task of learning FCMs and describes the corresponding design challenges. We 
present a comprehensive survey of the current expert-based and semi-
automated/automated methods for learning FCMs. The leading learning methods 
are described and analyzed both analytically and experimentally with the help of a 
case study. We also contrast computational approaches versus expert-based  
methods and outline future research directions. 

1   Introduction 

Fuzzy Cognitive Maps (FCMs), which were introduced by Kosko (Kosko 1986) as 
an extension to Cognitive Maps (Axelrod 1976), are a powerful machinery for 
modeling of dynamic systems. They define a system as a collection of intercon-
nected concepts where connections reflect cause-effect relationships between the 
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concepts. The relationships are represented as directed edges of the graph of the 
FCM and quantify the strength of causal effects between the concepts. FCMs have 
been recognized as a useful and flexible technique in problem solving where many 
decision variables are causally interrelated. In addition, they have a convenient 
graph representation, which consists of nodes (concepts) and weighted casual 
edges (relationships) representing knowledge that is easy to visualize and manipu-
late (Aguilar 2005). These advantages motivated application of FCMs to diverse 
domains including engineering (Stach et al. 2004b), medicine (Innocent and John 
2004), economics (Xirogiannis and Glykas 2004), e-business (Xirogiannis and 
Glykas 2007), financial organizations (Glykas and Xirogiannis 2005), human 
management (Xirogiannis et al 2008), environmental sciences (Giordano et al. 
2005), politics (Andreou et al. 2005), to name just a few. In parallel to the wide-
spread applications, the last decade observed significant research efforts into 
building methodologies and tools for the development, aggregation, simulation, 
and analysis of the FCMs (Aguilar 2005). This chapter is entirely devoted to 
methods related to the development of Fuzzy Cognitive Maps.   

Figure 1 shows an example process control problem which was discussed by 
Papageorgiou et al. (Papageorgiou et al. 2003). Two valves, valve 1 (V1) and valve 
2 (V2), supply two different liquids into the tank. The liquids are mixed and a 
chemical reaction takes place. The control objective is to maintain the desired 
level of liquid and its specific gravity. Valve 3 (V3) is used to drain liquid from the 
tank. 

 

Fig. 1 Process control problem 

The corresponding Fuzzy Cognitive Map that describes this system and allows 
for its simulation can be developed using a wide range of methods described in 
Sections 2 and 3. At this point, we introduce the background of FCMs based on 
the analysis of the FCM model that was developed for this control system by Pa-
pageorgiou et al. We also present a brief description of how an FCM model can be 
used to perform various tasks of analysis and simulations in order to obtain useful 
knowledge about the system being modeled.  

The FCM model for the system presented in Figure 1 involves the following 
five concepts:  

C1 – the amount of the liquid in the tank 
C2 – the state of valve 1  
C3 – the state of valve 2  
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C4 – the state of valve 3  
C5 – the specific gravity of the liquid in the tank 

These concepts are connected as illustrated in the form of a graph shown in  
Figure 2. The figure also shows a connection matrix which stores weights associ-
ated with directed connections between all pairs of the concepts; the matrix is 
equivalent to the corresponding FCM graph.  

 

 

 

 
Fig. 2 FCM graph along with its connection matrix for the process control problem 

 
Using either the graph or the connection matrix, one can perform static analysis 

of the model using techniques of graph theory, as adopted by Tsadiras et al. 
(Tsadiras et al. 2001). This analysis includes identification of cycles to uncover 
nontrivial relationships between concepts, calculation of the model density to ob-
tain an indication of its complexity, and an analysis of importance of individual 
nodes. For instance, the importance can be quantified by adding up absolute val-
ues of all weights for connections both entering and leaving a given concept (node 
of the graph). Consequently, the corresponding values for the control process 
model from Figure 2 are C1=1.88, C2=1.30, C3=0.84, C4=1.18, and C5=1.32. 
The two concepts with the highest values are C1 and C5, which suggests they play 
the most important role in this system. This conclusion is consistent with the ex-
planation of the system provided in the paper by the experts, i.e., these concepts 
define the control target task, which is to maintain desired liquid gravity (C5) by 
keeping the liquid level (C1) within a defined range. The reader may refer to the 
original paper or other relevant resources that describe methods for the static 
analysis (see e.g., Gross and Yellen 1998) for further details. 

The usage of different FCM development methods may result in different 
maps. Static comparison of such maps, which relies solely on the values of the 
connection matrices, is based on the following sum of the average absolute  
differences reported between the corresponding weight values (Stach et al. 
2004a). 

 
 

 C1 C2 C3 C4 C5 
C1 0 -0.207 -0.112 0.064 0.264 
C2 0.298 0 0.061 0.069 0.067 
C3 0.356 0.062 0 0.063 0.061 
C4 -0.516 0.070 0.063 0 0.068 
C5 0.064 0.468 0.060 0.268 0 
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where 
21 , ijij ee  are the weights for relation from concept Ci to Cj in the FCM models 

1 and 2, respectively. 
The dynamic analysis of the FCM model allows the user to draw additional obser-

vations and conclusions concerning the underlying system, which are not available 
through the static analysis. The dynamic analysis is concerned with the simulation of 
the FCM system as a whole and the simulation of its constituent components. This 
provides insights into existence, interactions and dependencies between the concepts 
in successive iterations of the simulation. This type of analysis allows exploring 
“what-if” scenarios by performing simulations when imposing different initial condi-
tions on concepts. It offers description of dynamical behavior of the underlying sys-
tem, which can be used to support decision making (Stylios et al. 2008) and/or  
predictions about its future states (Stach et al. 2008b). 

Dynamic analysis of FCMs is based on an execution model which calculates 
concepts activation levels in successive iterations. Activation levels determine 
degrees of presence of a given concept in the system and are represented by float-
ing-point numbers between 0 (inactive) and 1 (active). For the control system ex-
ample, the activation level of each valve determines degree to which it is open. 
The value of 0 means that a given valve is closed, value of 1 means that it is fully 
opened, and the remaining values represent the valve being partially opened. The 
simulation also requires defining initial values of all concepts (also called initial 
condition or initial state vector). To calculate successive values of all concepts 
(Kosko 1986), called system state (state vector) we use the following expression:  
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where Cj(t) is the activation level of concept jth
  at iteration t, eij is the weight for 

relationship from concept Ci to Cj, and   f is the transformation (transfer) function. 
The transformation function is used to normalize concepts’ values to the range 

[0,1], which allows for comparison of activation levels between different con-
cepts. The most popular functions are continuous, although in some research work 
binary functions were used. The binary functions limit the dynamic analysis of 
concepts just to two values that correspond to two linguistic terms, inactive and 
active. Comparison of different transfer functions for FCMs was recently carried 
out by Tsadiras (Tsadiras 2008). 

Figure 3 shows a result of a simulation of the control model completed when 
using continuous transfer function and the initial state vector suggested in the 
original paper, i.e., C[0] = [0.4, 0.708, 0.612, 0.717, 0.3]. 
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Fig. 3 Sample FCM simulation result of the control system model from Fig 2 

Typically, the concept values in an FCM simulation either converge to particular 
state (referred to as the fixed-point-attractor) or they keep cycling between a fixed 
set of states (referred to as the limit-cycle). The dynamic analysis usually investi-
gates several aspects, such as activation levels of concepts at the final state (if there 
is any) or cycles (intervals, concepts activation levels within the cycle), 
changes/trends in the activation levels throughout the simulation for either all con-
cepts or a subset of concepts that is of interest to the user. The simulation from  
Figure 3 follows the fixed-point-attractor. In order to achieve the desired final val-
ues of concepts C1 and C5, when compared to their initial state, the following ac-
tions on valves are taken: the opening of the valves 1 and 3 is increased by 21% 
and 19%, respectively, whereas the opening of valve 2 is reduced by 1%. This leads 
the system to the stable state in as little as four iterations after some adjustments are 
made within the first three iterations. Detailed dynamic analysis of this particular 
model is presented in (Papageorgiou et al. 2003). A more sophisticated FCM  
dynamic analysis can be performed using time-series analysis (e.g. Hamilton 1994). 

Similar to the matrix-error measure that was introduced for the static analysis, 
the most commonly used formula to compare two simulation results is based on the 
sum of the absolute average differences between the corresponding concept values 
normalized per concept per iteration (Stach et al. 2005b) as described below 
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where )(),( 21 tCtC ii  are values of ith node at tth  iteration obtained from simulation 

of the FCM models 1 and 2, respectively, K is the number of available iterations to 
compare (we ignore the initial state vector since it is always the same for both 
models), and N is the number of concepts. 

Following that, we will focus on the central theme of this chapter which is the 
design of FCMs models, including deciding on the concepts relevant to a given 
system and defining relationships (weights) between the selected concepts. Gener-
ally speaking, Fuzzy Cognitive Maps models can be developed by experts and/or 
computationally (in either automated or semi-automated fashion) (Stach et al. 
2005a). The expert-based approach can be classified as deductive modeling and 



28 W. Stach, L. Kurgan, and W. Pedrycz
 

involves application of human expertise in a given domain. In contrary, the com-
putational methods can be classified as inductive modeling and they use available 
data and a learning algorithm to develop or to support development of an FCM 
model for a given system. In spite of their shortcomings, FCM models were de-
veloped almost exclusively using expert-based methods. The main reason for that 
is that the computational methods were introduced relatively recently (Stach et al. 
2005a).  

In this chapter, we present a comprehensive review of different approaches to 
develop FCMs. Next section is devoted to the expert-based methods and includes 
explanation of the steps that are performed by an expert to create an FCM model. 
We also describe how to combine multiple maps that are created by different ex-
perts for the same underlying system. Section 3 provides a systematic survey of 
computational methods and includes both semi-automated (which require some 
involvement of a human expert) and automated methods. We also demonstrate 
working of the considered FCM development methods using the example control 
system model and we provide a side-by-side comparison of these methods.  
Finally, conclusions and future research directions are outlined in Section 4. 

2   Expert-Based Methods 

2.1   Overview 

Expert-based development of Fuzzy Cognitive Maps relies entirely on human ex-
pertise and domain knowledge. The relatively simple model representation makes 
it possible to simply manually draw the graph that corresponds to an FCM using 
only a pencil and a sheet of paper. The experts are also required to have a rudi-
mentary knowledge of the FCM theory to understand the meaning of the weights 
and the direction of the causal effects. In order to increase credibility of the model, 
a group of experts instead of a single person may be involved in the development 
process. Experts can work together or design individual maps that represent their 
own understanding of a given system. In the latter case the individual maps can be 
combined into a single model.  

2.2   Development of FCMs by a Single Expert  

The expert-based development of FCMs usually consists of the following three 
steps (Kosko 1986, Khan and Quaddus 2004) 

1. Identification of important concepts.  
2. Identification of causal relationships among these concepts. 
3. Estimation of the strength of the causal relationships. 

In the first step, the decision which from among all available concepts should be 
included in the model has to be made. The most intuitive strategy is to create a list 
of all relevant concepts and remove the insignificant ones. In the second step, all 
cause-effect direct relationships between the remaining concepts have to be identi-
fied, including their directions. Usually this is accomplished by focusing on one 
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pair of concepts at a time, since then the expert is relieved of the task of coming 
up with hidden or indirect cause–effect relationships. These relationships become 
apparent later through analyses carried out using the completed FCM. These first 
two steps result in a structural design which consists of a graph with nodes and 
directed edges. 

The main challenge in expert-based development of FCMs is to accurately es-
timate the strength of the relationships. We note that the number of weights exhib-
its quadratic growth with the number of concepts, which may lead to difficulties in 
developing maps with several dozens of concepts. Following the original paper 
(Kosko 1986), each relationship strength value (weight) is expressed by a real 
number from the [-1,1] interval. The value of 0 denotes no relationship and is im-
plicitly assigned at the end of the second step. Higher absolute values represent 
stronger relationships, whereas the sign defines the type: promoting (positive 
numbers) or inhibiting (negative numbers). Theoretically, each weight can take on 
an infinite numbers of values. Consequently, this step is potentially susceptible to 
subjective judgment of a given expert. A common practice to facilitate the estima-
tion of the weight values is to first describe each relationship by a linguistic term 
and next to transform these terms into numerical values. The corresponding work 
can be divided into the following three steps (Kosko 1986, Khan and Quaddus 
2004) 

1. Determining the sign of each relationship.  
2. Describing each relationship by means of linguistic terms, e.g. weak, medium, 

strong and very strong. 
3. Mapping the linguistic terms to numerical values, e.g. weak to 0.25, medium to 

0.5, strong to 0.75, and very strong to 1.0.  

The use of the linguistic expressions to describe the degrees of causality in rela-
tionships allows the experts to avoid the difficult task of specifying the precise 
numerical values before a draft model is established. Additionally, analytical pro-
cedures, such as Analytical Hierarchy Process (Saaty 1980), may be helpful to 
find the numerical values used in the last step of the weight estimation procedure. 

2.3   FCM Development by a Group of Experts  

Fuzzy Cognitive Maps allow for a relatively simple aggregation of knowledge 
obtained from several experts. The aggregation should improving reliability of the 
final model which is less susceptible to potentially erroneous beliefs of a single 
expert. There are a couple of procedures for combining multiple FCMs into a sin-
gle, final model. They involve simple matrix operations, such as summations  
and multiplications by a number (Kosko 1988), which are computed using the 
connection matrices developed by individual experts.  

It is not uncommon that experts decide on different number of concepts. Con-
sequently, the sizes of corresponding matrices may not be the same and/or the 
corresponding rows/columns may concern different concepts. In such a case, the 
first step towards combining the maps is to equalize their sizes. The connection 
matrices are augmented by including any missing concept(s), when considering all 
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concepts in all input maps, through addition of extra rows and columns of all ze-
ros. In other words, the omitted concepts are added “superficially” by assigning 
them with no incoming and outgoing relationships with other concepts. If the total 
number of distinct concepts over all input FCMs equals N, then each connection 
matrix is augmented to the matrix of N×N size (Khan and Quaddus 2004). 

Assuming no additional information on the credibility of individual experts or 
assuming that all experts are equally credible, the simplest method for combining 
the maps is to calculate average of each relationship weight across all experts. 
Therefore, for k experts, the connection matrix of the final FCM is established by 
the following expression (Kosko 1988): 
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In this approach, each expert contributes equally to the final model. This basic 
formula can be easily modified to accommodate credibility of different experts by 
assigned a weight wi that quantifies credibility of the ith expert. These weights take 
value from [0,1] range and their sum is usually normalized, that is . The final, 
combined model is calculated using the following weighted average: 

( )kkk

i
i

EwEwEw

w

E +++=

∑
=

...
1

2211

1

 (5) 

As a result, the experts with higher credibility have stronger influence on the 
structure of the final model than those with lower credibility. More detailed dis-
cussion on the assignment of the credibility weights can be found in the literature 
(e.g. Taber and Siegel 1987). 

2.4   Example  

Figure 4 shows the FCM model proposed by experts for the process control prob-
lem defined in Figure 1 (Papageorgiou et al. 2003). The model was developed by 
three experts who had good understanding of the modeled system. Firstly, they 
jointly agreed on the set of concepts used in the model. Secondly, each expert 
drew the relationships between the concepts and assigned weights for each rela-
tionship. Finally, the models were merged using the technique described in  
Section 3; the original paper does not mention whether credibility weights were 
used. This model was later updated to the final map shown in Figure 2. 

Static comparison between the expert-derived map and the final map from  
Figure 2 shows that these maps are similar. The experts’ map is sparser, i.e., some 
of the weights that have small magnitude in the final model are rounded to zero. 
The weights that have larger magnitude have the same sign between the two maps. 
We also observe that the weight developed by experts have lower precision. The 
matrix-error between the two models is small and equals 0.09 (with the standard 
deviation of 0.07). Therefore, the static analysis of these two models gives very 
similar results. For instance, the most important concept in both models 
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Fig. 4 FCM model of the process control problem that was developed by three experts 

 

Fig. 5 Simulation result for the experts’ map of the process control system from Fig. 4 

 
is C1 with the corresponding importance measure equal 2.66 and 1.88 in the ex-
pert-based and final models, respectively. At the same time, the second and third 
important concept in the expert model are C2 and C5 with the values of 1.36 and 
1.20, respectively, while in the final model they are C5 and C2 with the values of 
1.32 and 1.30, respectively. The model proposed by the experts is structurally less 
complex since it has fewer non-zero connections between nodes. We observe that 
the expert-based models generated are usually sparsely connected (Stach et al. 
2005b). 

Although the expert and the final map are similar from the static analysis point 
of view, their simulations for the same initial conditions, which are shown in  
Figures 5 and 3, respectively, differ quite significantly. The simulation-error 
equals 0.19 (with the standard deviation of 0.08), which is relatively large consid-
ering that the error values range in-between 0 and 1. Therefore, the conclusions 
resulting from the dynamical analysis of the two models will be likely different. 
For instance, the amount of liquid in the tank (C1) after completing the simulation 
is approximately two times lower than for the final model, while the gravity of the 
liquid (C2) is only slightly lower. This demonstrates that models that are similar 
based on the static analysis may exhibit different dynamic behavior, while the 
experts usually do not consider the dynamic behavior in their modeling. 

 C1 C2 C3 C4 C5 
C1 0 -0.4 -0.25 0 0.3 
C2 0.36 0 0 0 0 
C3 0.45 0 0 0 0 
C4 -0.9 0 0 0 0 
C5 0 0.6 0 0.3 0 
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2.5   Summary 

Expert-based methods for the development of Fuzzy Cognitive Maps are well es-
tablished and have been extensively applied to real life modeling tasks in diverse 
domains (Aguilar 2005, Stach et al. 2005a). The popularity of the expert-based 
methods stems from at least two reasons. Firstly, these methods are relatively sim-
ple and straightforward. All the steps in the development process are clearly  
defined and described in the literature, the development does not requires sophisti-
cated knowledge of the underlying modeling technique, and the expert knowledge 
is represented by a simple to comprehend graph. The second reason is the lack, 
until recently, of alternative methods for FCM development. These methods, 
which are described in the next Section, provide support to or replace experts from 
the model development task. 

We also observe that expert-based methods aim at developing structure of the 
model that corresponds to expert(s) understanding of a given system. The experts 
virtually never simulate the model to verify whether its dynamic behavior is cor-
rect. Therefore, models created by expert(s) usually provide good static descrip-
tion of the system, and are better suited for the static analysis. On the other hand, 
the dynamic analysis (simulations) of the experts-derived maps may lead to  
inaccuracies when compared with the actual system. 

3   Computational Methods 

3.1   Overview 

Computational methods utilize historical data available for a given system to es-
tablish FCM model. Semi-automated methods require a relatively limited human 
intervention, whereas fully automated approaches are able to compute the FCM 
model solely based on the historical data, i.e. without any human input. A num-
ber of algorithms for learning FCM structure from data have been recently pro-
posed. They can be categorized into two groups based on the learning paradigm 
used, i.e., Hebbian-based learners and methods based on evolutionary algorithms. 
The following two subsections describe chronologically algorithms from the two 
groups. 

3.2   Hebbian-Based Methods 

In one of the first attempts, Dickerson and Kosko proposed a simple Differential 
Hebbian Learning (DHL) (Dickerson and Kosko 1993, Dickerson and Kosko 
1994) method, which is based on Hebbian theory (Hebb 1949). During DHL 
learning the values of weights are iteratively updated until the desired structure is 
found. In general, the weights of outgoing edges for each concept in the connec-
tion matrix are modified only when the corresponding concept value changes,  
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where eij denotes the weight for relation from concept Ci to Cj, iCΔ  represents the 

change in the Ci concept’s activation value, t is the iteration number, and ct is a learn-
ing coefficient. The learning coefficient is a small constant which values usually de-
crease as the learning progresses. The main drawback of this learning method is that 
the formula updates weights between each pair of concepts taking into account only 
these two concepts and ignoring the influence from other concepts. 

An improved version of DHL learning was introduced by Huerga (Huerga 
2002). The new algorithm, called Balanced Differential Algorithm (BDA) elimi-
nates one of the limitations of DHL method by taking into account all the concept 
values that change at the same time when updating the weights. More specifically, 
the modified formula for eij(t+1) takes into consideration changes in all concepts if 
they occur at the same iteration and have the same direction. Empirical compari-
son between DHL and BDA demonstrates that the latter method improves quality 
of the learned maps (Huerga 2002). On the other hand, the BDA algorithm was 
applied only to binary FCMs, i.e., maps with binary transfer functions, which  
limits its application areas. 

One year later, Papageorgiou and colleagues introduced Nonlinear Hebbian 
Learning (NHL) algorithm (Papageorgiou et al. 2003). While this algorithm origi-
nates from the same learning principles, it uses a nonlinear extension to the basic 
Hebbian rule (Oja et al. 1991) by introducing modified weight update formula. 
The NHL learning method has been designed as a semi-automated approach that 
requires initial human intervention. Experts are required to suggest nodes that are 
directly connected and only these edges are updated during learning. In addition, 
the experts have to indicate sign of each edge according to its physical interpreta-
tion. The algorithm updates the corresponding weights while preserving their ini-
tial signs. In a nutshell, the NHL algorithm allows obtaining model that retains 
initial graph structure imposed by the expert(s), and therefore requires human in-
tervention before the learning process starts. Also, the experts have to define out-
put concepts and specify range of values that these concepts can take. The latter is 
used after every update of the learned model’s weights to validate the model. The 
validation is based on checking whether the model state satisfies these constrains.  

The same research group proposed Active Hebbian Algorithm (AHL) in 2004 
(Papageorgiou et al. 2004). This approach introduces and exploits the task of de-
termination of the sequence of activation concepts. Expert(s) determines the  
desired set of concepts, initial structure and the interconnections of the FCM struc-
ture as well as the sequence of activation concepts. A seven-step AHL procedure, 
which is based on Hebbian learning, is iteratively used to adjust the weights to 
satisfy defined predefined stopping criteria.  

In a recent work, Stach and coworkers proposed an improved version of the 
NHL method (Stach et al. 2008a). The algorithm, called Data-Driven Nonlinear 
Hebbian Learning (DD-NHL), is based on the same learning principle as NHL, 
but it takes advantage of historical data (a simulation of the actual system) and 
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uses output concepts to improve the learning quality. An empirical comparative 
study have shown that if historical data are available, then the DD-NHL method 
produces better FCM models when compared with those developed using the  
generic NHL method (Stach et al. 2008a). 

3.3   Evolutionary Algorithms-Based Methods 

In 2001, Koulouriotis and colleagues applied the Genetic Strategy (GS) to learn 
FCM’s model structure, i.e., weights of relationships, from data (Koulouriotis et 
al. 2001). In their method, the learning process is based on a collection of in-
put/output pairs, which are referred to as examples. The learning requires histori-
cal data consisting of multiple sequences of state vectors (multiple simulations of 
the system). The algorithm computes the structure of an FCM that is able to gen-
erate state vector sequences that transform the input vectors into the output vec-
tors. The main drawback of this approach is that it requires multiple state vector 
sequences, which might be difficult to obtain in some of the application domains. 

Particle Swarm Optimization (PSO) method, proposed by Parsopoulos and co-
workers, belongs to the class of Swarm Intelligence algorithms (Parsopoulos et al. 
2003). This method aims at learning FCM structure based on historical data that 
converge to a desired final state. PSO is a population based algorithm, which per-
forms a search for the solution by maintaining and transforming a population of 
individuals. The learning requires human knowledge that is used to specify ade-
quate constraints, which would guarantee that the relationships within the FCM 
model retain the physical meaning defined by the expert(s).  

The next algorithm proposed by Khan and Chong aims to accomplish a differ-
ent learning objective (Khan and Chong 2003). Instead of learning the structure of 
the FCM model, their goal was to find an initial state vector (initial condition) that 
leads a given model to the specified end state. Their method employed genetic 
algorithms to find the initial state.  

A fully automated method for learning FCMs, which is based on real-coded ge-
netic algorithms (RCGA), was introduced by Stach and colleagues in 2005 (Stach 
et al. 2005b). The RCGA is a floating-point extension (Herrera et al. 1998) to ge-
netic algorithms (Goldberg 1989). This extension was used to allow finding float-
ing point weights instead of weights that take on a limited set of values. The core 
of this approach is a learning module which exploits RCGA to find FCM structure 
that is capable of mimicking a given input historical data. This approach is flexible 
in terms of the input data as it can use either one or multiple sets of concepts val-
ues over successive iterations. A follow-up of this work includes analysis of the 
quality of the RCGA-based learning depending on the amount of the available 
historical data (Stach et al. 2004a). It demonstrates that the RCGA-based method 
can generate FCM models that are identical to models proposed by domain expert 
given the input data of sufficient size, and that increasing the amount of the input 
data improves accuracy of the learning. 

Recently, the same research group introduced a parallel RCGA-based method 
that targets learning of large maps that consist of dozens of concepts (Stach et al. 
2007). The method was reported to be up to four times faster than the sequential 
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RCGA learning when executed on eight processors. It allows learning maps that 
include several dozens of concepts in a few hours. 

3.4   Example 

We use the process control system from Figure 1 to investigate the quality of 
models learned using state-of-the-art learning methods. The data from Figure 3 
were used to learn the FCM model and we tested three learning algorithms that 
include NHL and DD-NHL, two most recently proposed Hebbian learning based 
methods, and RCGA, which is the most recent genetic-based method.  

Since the RCGA method is initialized with a 100 randomly generated maps, 
whereas the two other methods use just a single map, the experiments for both 
Hebbian-based methods were repeated 100 times using the 100 initial maps gener-
ated for the RCGA method. The final output was selected as the map that provides 
simulations with the lowest value of the simulation-error. 

Table 1 presents a summary of the results. We computed both matrix-error and 
simulation-error to quantify the quality with respect to both the static and the dy-
namic analysis, respectively. In addition, the last column gives the learning time 
for each method in seconds. We report the average values together with the corre-
sponding standard deviations (shown in brackets).  

Table 1 Experimental results concerning comparison of the quality of FCM models for the 
process control system developed by the experts and learned using computational methods 
including NHL, DD-NHL and RCGA 

Learning method Matrix-error Simulation-error Time [s] 

NHL 0.236 (0.162) 0.064 (0.053) 8 

DD-NHL 0.245 (0.145) 0.056 (0.063) 9 

RCGA 0.225 (0.154) 0.003 (0.004) 68 

Expert-based 0.092 (0.078) 0.187 (0.077) N/A 

 
We show detailed results, i.e., the resulting map and its simulation, only for the 

RCGA method since it outperformed the two Hebbian-based methods on both 
quality criteria. Figures 6 and 7 present the FCM model and its simulation result 
for the same initial condition as in Figure 3, respectively. We note that the simula-
tion-error values obtained with maps learned using the NHL and DD-NHL meth-
ods are substantially lower than the error of the expert-based method.  

In spite of the relatively different connection matrix generated by RCGA (com-
parison with the final map, i.e., comparison of models from Figures 2 and 7, re-
veals that the matrix-error of RCGA equals 0.255 and that 25% of the weights 
have opposite signs), the simulation-error is very small (equals 0.003 and it re-
duces to 0.001 if we consider only the final state). This observation can be gener-
alized, based on experiments reported in the literature (e.g. Stach et al. 2004a),  
to a statement that the structurally different maps can generate very similar  
simulations. The chances that the RCGA method will find suboptimal solutions, 
i.e., solutions with low simulation-error and relatively high matrix-error, decrease 
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Fig. 6 FCM model of the process control system learned using RCGA method 

 

 
Fig. 7 Simulation result of the FCM for the process control system learned using the RCGA 
method 

as the amount of the available input data increases (see Stach et al. 2004a for de-
tails). One has to be aware that suboptimal solutions can be generated by the fully 
automated learning approaches and in these cases results of the static analysis 
could be inaccurate. 

In our example of dynamic analysis we compare the final states for the three 
simulations from Figures 3 (the actual system), 5 (expert-derived model), and 7 
(best-performing automated computational model). The comparison of the differ-
ence between the final values of the two most important concepts, C1 and C5 (see 
Section 1), shows that 

• For C1, the expert-derived model underestimates the final state value by 51% 
while the model developed with RCGA makes only 0.1% error 

• For C5, the error equals 26% and 0.2% for the expert-based and RGCA-based 
learning, respectively.  

While the RCGA-based method provides satisfactory performance, the expert-
based solution may lead to problems. The incorrect liquid gravity (C5) would 
likely produce wrong setups of the valves. Additionally, substantial underestima-
tion of the liquid level (C1) would inevitably lead to exceeding its maximum level 
by making incorrect control decision regarding the opening of the valves.  

 C1 C2 C3 C4 C5 
C1 0 -0.758 0.171 -0.515 0.357 
C2 0.089 0 -0.178 0.142 0.186 
C3 0.042 0.213 0 0.217 0.246 
C4 -0.042 0.214 0.182 0 -0.250 
C5 0.022 0.608 -0.025 0.506 0 
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On the other hand, example of static analysis shows that the expert-derived map 
correctly identifies C1 as the most important concept with C2 and C5 as the sec-
ond and third most important concepts when compared to the correct order of C1, 
C5 and C2. Similar analysis applied to the map generated by the RCGA method 
shows that the top three important concepts are C2, C5 and C4 the corresponding 
importance measures equal 2.39, 2.20 and 2.07, respectively.  

3.5   Summary 

Computational methods, when compared to the expert-based methods, are a rela-
tively new branch of research devoted to the Fuzzy Cognitive Maps. They 
emerged to eliminate the drawbacks and limitations of the expert-based methods. 
Several years of the research resulted in computational methods that are summa-
rized and compared in Table 2. The table performs a side-by-side comparison that 
includes several aspects, such as learning goal, involvement of a domain  
expert, input data type, and learning strategy used.  

Table 2 Comparative analysis of computational methods used for learning FCMs 

Method Reference Learning 
Goal 

Expert 
input 

Data 
used1) 

Transformation 
function 

# concepts Learning 
Algorithm 

DHL 
(Dickerson and
Kosko 1994) 

Connection 
matrix 

No Single N/A N/A Hebbian 

BDA (Huerga 2002) 
Connection 
matrix 

No Single Binary 5,7,9 
Modified 
Hebbian 

NHL 
(Papageorgiou 
et al. 2003) 

Connection 
matrix 

Yes and 
No2) Single Continuous 5 

Modified 
Hebbian 

AHL 
(Papageorgiou 
et al. 2004) 

Connection 
matrix 

Yes and 
No2) Single Continuous 8 

Modified 
Hebbian 

DD-NHL 
(Stach et al. 
2008a) 

Connection 
matrix 

Yes and 
No2) Single Continuous 5 

Modified 
Hebbian 

GS 
(Koulouriotis 
et al. 2001) 

Initial vec-
tor 

No Multiple Continuous 7 Genetic 

PSO 
(Parsopoulos  
et al. 2003) 

Connection 
matrix 

No Multiple Continuous 5 Swarm 

Genetic 
(Khan and 
Chong 2003) 

Initial vec-
tor 

N/A N/A Continuous 11 Genetic 

RCGA 
(Stach et al. 
2005b) 

Connection 
matrix 

No Single Continuous 4,6,8,10 Genetic 

Parallel 
RCGA 

(Stach et al. 
2007) 

Connection 
matrix 

No Single Continuous 
5,10,20, 
40,80 

Parallel 
Genetic 

1) Single – historical data consisting of one sequence of state vectors, Multiple – historical 
data consisting of several sequences of state vectors for different initial conditions 

2) Initial human intervention is necessary but later when applying the algorithm the human 
input is not needed 
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The choice of a particular computational learning method is affected by several 
factors. One needs to consider the type of available data since some methods re-
quire multiple simulations (state vectors). The Hebbian-based methods are faster 
since evolutionary optimization requires complex and time-consuming calcula-
tions. On the other hand, methods from the latter group provide better quality of 
the learned models in the context of the similarity of their dynamic behavior de-
fined as the simulation-error. Semi-automated methods are preferred if some 
structural constraints can be imposed on the map by the expert. Otherwise, if the 
only criterion is the quality of model’s dynamic behavior, then the fully automated 
genetic optimization seems to be the best option.  

4   Conclusions and Future Directions 

4.1   Conclusions 

Fuzzy Cognitive Maps have gained a well-deserved attention in the recent years. 
Numerous successful applications in various research and industrial domains 
clearly imply the effectiveness of this modeling technique. The unquestionable 
advantages of FCMs, such as simplicity and adaptability to a given application 
area, encourage researchers and practitioners to apply this method. However, it 
seems that further development of FCMs is somewhat constrained by deficiencies 
that are present in their underlying theoretical framework. One of the issues that 
have been recently investigated is to provide a systematic approach to efficient 
design of FCMs. 

The two categories of approaches to develop FCMs include the expert-based 
and the computational methods. The advantages, disadvantages and additional 
characteristics of these two types of methods are summarized in Table 3. 

Table 3 Comparison of expert-based and computational methods for the development of 
FCMs 

 Expert-based Computational 

Type of modeling Deductive Inductive 

Main objective To create a model that is  
structurally understandable 

To create a model that provides  
accurate simulations  

Main application Static analysis  Dynamic analysis 

Main shortcoming Dynamic analysis could be  
inaccurate 

Static analysis could be  
inaccurate and more difficult 

 
The expert-based methods which are fairly well established have been used for 

a relatively long time. Their main advantage is the easiness of the representation 
that is used by the expert(s) to develop the maps. Nevertheless, models developed 
by experts are vulnerable to subjectivity of expert(s) beliefs and could be difficult 
to develop for large problems that involve dozens of concepts. Moreover, although 
maps developed by experts provide accurate static analysis of the FCM model, 
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they may lead to inaccurate dynamic analysis. These limitations motivated re-
searchers towards alternative learning strategies that would provide models that 
accurately represent the dynamics of the modeled system.  

The computational methods aim at learning FCMs from data and therefore at 
providing models suitable to perform accurate dynamic analysis. Two main meth-
odologies used for computational learning of FCM include approaches based on 
Hebbian learning rule and methods that exploit genetic algorithms. Unfortunately, 
fully automated computational methods may fail to provide models that allow for 
accurate static analysis. A partial solution to this problem is provided by the semi-
automated methods, in which the experts supervise the learning. However, the 
existing semi-automated learning methods often provide models that are not as 
good for the static analysis as the models obtained from the expert-based methods, 
and worse in the context of the dynamic analysis when compared with the fully 
automated methods.  

4.2   Future Directions  

The progress in research towards finding an efficient approach to develop Fuzzy 
Cognitive Maps that has been observed within last few years provides a solid 
foundation for future investigations. Recent interest in computational methods 
suggests that this will be the main direction of future research. Even though the 
first step towards automation of FCM development from data was done, there are 
still problems that need to be overcome.  

One of the main challenges is to provide solution to the main drawback of 
automated methods, which generate solutions that are hard or impossible to inter-
pret and which may lead to incorrect static analysis. The ultimate solution should 
be fully automated as only then FCMs could be applied to model large problems 
such as those encountered in systems biology. At the same time, the intermediate 
steps will likely involve developing efficient and accurate semi-automated algo-
rithms. Another pressing issue is that the currently most accurate automated meth-
ods which are based on genetic optimization cannot scale to work on problems 
exceeding several dozens of concepts. Although some work was done towards 
improving scalability of these methods, further research in this direction is re-
quired. The final challenge facing the researchers working on the computational 
methods is to popularize their work. This could be accomplished by freely provid-
ing implementations of the developed methods to the relevant research and devel-
opment communities and by creation of links between the developers of the meth-
ods and the practitioners who build the FCM models. 
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